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Preface 
 
The third Los Alamos National Laboratory Space Weather Summer School has been even 
more successful than in previous year. With renewed support from the Institute of 
Geophysics, Planetary Physics, and Signatures (IGPPS) and additional funding from the 
Laboratory Directed Research and Development office, the National Science Foundation, 
the National Aeronautics and Space Administration, and Department of Energy – Office 
of Science, we were able to return for a third session, hosting a new class of thirteen 
students from various U.S. and now also two British research institutions from June 3rd 
– July 26th, 2013. The summer school format includes a series of structured didactic 
lectures as well as mentored research and practicum opportunities. Lecture topics 
include a range of general and specialized topics in the field of space weather given by a 
number of active researchers affiliated with LANL. 

In addition to structured lectures and similar to previous years, students had the 
opportunity to engage in research projects at the lab through a mentored practicum 
experience. Each student is paired with a LANL-affiliated mentor to execute a 
collaborative research project, typically strongly linked with a larger on-going research 
effort at LANL. This model provides valuable experience and expertise to the student 
while developing the opportunity for future collaboration. 
This report includes a summary of the research efforts fostered and facilitated by the 
Space Weather Summer School. These reports should be viewed as work-in-progress as 
the short session again typically only offers sufficient time for preliminary results. At the 
close of each summer school session, students present a summary of their research 
efforts, and a panel honors the best presenter with an all-expenses-paid trip to a major 
conference to present their work. This year we had two winners: Scott Hughes with "The 
Whistler Anisotropy Instability and the Inverse Cascade of Short-Wavelength 
Turbulence" and Federico Gasperini with "Solar rotation effects on CHAMP derived 
neutral and plasma densities." Congratulations! 

This program continues to enjoy success through career development opportunities 
for students and opportunities for collaboration between students and mentors. Through 
continued support from a number of laboratory organizations, foremost IGPP, the 
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summer school will continue to be hosted at LANL, and plans are already underway for 
commencement of a 2014 session to be held next summer.  

It has been a pleasure for me to organize the Los Alamos Space Weather Summer 
School, I am proud of its success, and foremost thankful for all the help that I have 
received. The time has come to hand the summer school over to a new director and I am 
grateful to announce Dr. Misa Cowee as the new Director. Misa has been involved in the 
Summer School from the beginning and has always expressed a keen interest in the 
success of the summer school. The summer school will be in good hands and I am 
confident of its continued success. Please join me in congratulating Misa on her new 
position.  
 
 
Los Alamos, NM       Dr. Josef Koller 
December 2013      Summer School Director 
 

Students 
 
Gabriel Dima   University of Hawaii at Manoa 
Chuanfei Dong   University of Michigan at Ann Arbor 
Sean Elvidge   University of Birmingham 
Federico Gasperini  University of Colorado at Boulder 
David Hartley   Lancaster University 
R. Scott Hughes  University of Southern California 
Roxanne Katus   University of Michigan at Ann Arbor  
David Perez   Rensselaer Polytechnic Institute 
Robert Robertson  Virginia Tech  
Quintin Schiller  University of Colorado at Boulder 
Vivek Vittaldev  University of Texas at Austin 
Chao Yue   University of California at Los Angeles 
Xiangyun Zhang  University of Michigan at Ann Arbor 
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Gurule and Humberto Godinez) 
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Modeling Ring Current Dynamics Using the RAM-SCB Inner Magnetosphere 
Model 

Gabriel Dima 
Institute for Astronomy, University of Hawaii, Honolulu, HI 96822 

Vania Jordanova, Yiqun Yu 
Los Alamos National Laboratory, Los Alamos, NM 87545 

Abstract 
As part of an ongoing effort to improve the models available for understanding magnetospheric dynamics we 
performed two simulations of the ring current evolution during the October 31, 2012 geomagnetic storm. The 
simulations used a kinetic inner magnetosphere model (RAM-SCB) coupled to a global physics based MHD model 
(BATS-R-US) of the outer magnetosphere. Both simulations include all ions (H+,He+,O+) that make a significant 
contribution to the ring current, but only one of the simulations includes electrons. The results from these 
simulations, in the form of particle fluxes and computed Dst index, are compared directly to recent measurements 
taken with the RBSP probes, as well as to similar results from an uncoupled RAM-SCB simulation of the same 
event. These early results indicate that the coupling timing and particle distribution function at the boundary needs 
to be improved. In its current form the model overestimates the particle fluxes with energies above 100 keV and 
underestimates the fluxes for lower energy particles. The simulation that did not include electrons returned a good fit 
to the observed decrease in Dst index at the peak of the storm but did not reproduce well the recovery phase of the 
storm, most likely due to the time scales used for the loss processes. The magnetic field for the inner magnetosphere 
is well reproduced for all simulation owing to the self-consistent treatment of plasma/magnetic field interaction in 
RAM-SCB. 
  

Keywords: ring current, geomagnetic storm, magnetosphere. 

1. Introduction 

After their discovery by Explorer I in 1958 the radiation belts have been an important part of magnetospheric 
research. The ring current is formed from trapped plasma in the energy range 0.1 – 400 keV that form a ring around 
the Earth between ~2-5 Re. Although it does not carry the most energetic particles or the largest number densities of 
particles in the radiation belts, the ring current carries the bulk of the particle energy density [Lyons and Williams, 
1980]. Hence, through its large fluctuations in response to disturbances in the solar wind, it has the largest effect on 
the geomagnetic field. Predicting the variation of the ring current is a key goal of magnetospheric research with 
direct applications to protecting space and ground assets that are sensitive to large variations in space and ground 
magnetic fields. 

Due to the highly nonlinear nature of the interaction between energetic particles and fields computer models are 
needed in order to realistically model ring current response to solar wind variation. Furthermore, kinetic models 
need to be used since the energy-dependent gradient/curvature drifts that give rise to the ring current cannot be 
modeled using magneto-hydrodynamic (MHD) models alone. The geomagnetic field that interacts with the ring 
current has to be modeled self-consistently since the ring current variations induce changes in the geomagnetic field 
that in turn affect the ring current, forming a feedback loop.  

The Ring current Atmosphere interactions Model (RAM) with Self Consistent (B) Magnetic field (SCB) is the 
newest form of a kinetic numerical code that has been developed over the past two decades to predict the dynamics 
of ring current plasma. One component of the model is RAM, a 2-Dimensional kinetic code that calculates the 
phase-space density changes in the ring current at the magnetic equator [Jordanova et al., 1994; 2006]. Pitch angle 
anisotropy is fully implemented and important ring current loss processes are included. The 2D-nature of the code in 
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configuration space is sufficient to study the ring current since changes take place on time scales larger than the 
gyration and bounce timescales of the particles. The other component of the model is 3D-EqB is a 3-Dimensional 
magnetic code that calculates the geomagnetic field topology in the inner magnetosphere that is in force-balance 
with the particle pressure [Zaharia et al., 2004; Zaharia, 2008]. Through the two-way linking between RAM and 3D-
EqB self-consistent evolution is achieved for the ring current/geomagnetic field system.  

For any realistic time-dependent simulations, boundary conditions in the form of time-dependent space 
observations need to be used to drive the model. Currently RAM-SCB requires three types of inputs: plasma fluxes, 
magnetic and electric fields. The origin of these inputs can be empirical models like the Volland-Stern model of the 
ionospheric potential [Volland, 1973; Stern, 1975] and the Tsyganenko 89 [Tsyganenko, 1989] model for the outer 
geomagnetic field. Recent developments in computational power allows large scale global models like the Ridley 
Ionospheric Model (RIM,[Ridley et al., 2004]) and the outer magnetosphere MHD code BATS-R-US ([Powell et al., 
1999]) to become viable options for event specific inputs. Both of these physics based models are included in the 
Space Weather Modeling Framework (SWMF) working towards a unified self-consistent model of space weather 
prediction. Using fully self-consistent results from physics based simulation is an important goal in the evolution of 
RAM-SCB. Connection to the solar wind is through velocity, density, magnetic field and pressure measurements 
taken by satellites located on the dayside of the Earth. A schematic representation of the connections between inputs 
and the RAM-SCB model is shown in Figure 1.  

Comparing the model results against observations is a crucial element in developing any type of predictive 
tools. The recent launch in August 2012 of the Radiation Storm Belt Probes (RBSP,[Mauk et al., 2012]) provides a 
great opportunity for validating ring current models. The RBSP mission includes two spacecraft that will examine 
the radiation belts in-depth by measuring magnetic and electric fields, as well as plasmas with energies ranging from 
eV to MeV, thus covering most of the energy range of the ring current. Furthermore, the probes will sample the full 
radial domain of the simulation between 2-6 Re during a 9 hour orbit, allowing direct comparisons between model 
outputs and measurements. 

Another important benchmark for ring current models is the prediction of the variation of the Disturbance storm 
time (Dst) index. This parameter is a measure of the fluctuations in the Earth’s magnetic field as measured from 
ground stations distributed around the Earth. Since the storm time ring current produces a magnetic field that 
opposes the geomagnetic field, the Dst turns negative indicating a weakening of the field.  

The goal of this project was to run several simulations for the ring current response during the small-to-
moderate (Dst ~ -55 nT) geomagnetic storm that started at 16:00 on October 31st 2012. This is part of ongoing 
efforts with coupling RAM-SCB to physics based models. From the simulations we extract synthetic observations of 
particle fluxes and magnetic fields and compare them to observations taken by RBSP for the same period.  We also 
generate a synthetic Dst index variation for this storm and compare it to the measured Dst variation. From the 
comparisons, we intend to explore limitations and capabilities of the model for our future improvement. 

 

2. Methodology 

This section describes two simulations of the ring current evolution during the geomagnetic storm triggered on 
October 31 2012. Both simulations covered a time-span of 61 hours starting 11:00 UT on October 31 and ending at 
00:00 UT on November 3. This time frame includes five hours of quiet solar wind before the sudden storm 
commencement at 16:00 UT on October 31, as well the full initial, main and half of the recovery phase of the storm 
(Figure 2). The spatial domain covered by the simulation is split into two parts: an outer magnetosphere region 
spanning from 32 Re on the dayside to 200 Re on the night-side and 128 Re in the other four directions; an inner 
magnetosphere region covering 2 – 6.5 Re (see Figure 3 for a schematic of the simulation domain). At 2 Re the 
boundary is open and the magnetic field is dipolar to a very good approximation. The outer magnetosphere region is 
modeled using the single fluid BATS-R-US MHD code, while the inner region is modeled by the RAM-SCB code. 
Although BATS-R-US computes density, temperature and magnetic fields self-consistently, currently only the 
density and temperature are passed to RAM-SCB during the simulations. The RAM-SCB outer boundary magnetic 
field is specified by the Tsyganenko 89 empirical model. The ionospheric convection electric field is computed 
using the RIM model and mapped to the RAM-SCB 2D equatorial domain using the magnetic field topology given 
by 3D-EqB.  

Los Alamos Space Weather Summer School Report 2013 2



At the dayside boundary solar wind data (Figure 2) obtained from the OMNI website1 was used to drive BATS-
R-US and RIM. The solar wind parameters include magnetic field values, velocity, density and temperature. The 
data is available at 5 minute cadence and missing data was interpolated between available measurements.  

The main difference between the two simulations was the composition of the ring current plasma. While one 
simulation included only H+, He+ and O+ ions, the other also included electrons. Table 1 summarizes information 
about the coupled simulations as well as details for a third uncoupled simulation of the same geomagnetic storm. 
Simulation outputs include all plasma parameters inside the model domain. The synthetic Dst index is calculated 
using Biot-Savart integration of the currents in the whole domain for the BATS-R-US output. Based only on RAM-
SCB output the Dst index is calculated solely from ring current energy through the Dessler-Parker-Sckopke (DPS) 
relation [Dessler and Parker, 1959; Sckopke, 1966]. Including the RBSP satellite orbit parameters and “flying” the 
satellite through the simulation domain allows synthetic observations of particle fluxes to be produced that can be 
compared directly to observations for the same date. The results of this comparison are presented in the following 
section. 

 
Table 1: Summary of the three ring current simulations during the October 31 – November 2, 2012 geomagnetic 
storm. 

Simulation Name Description Boundary conditions for RAM-SCB 

Coupled-E RAM-SCB is coupled to SWMF and electrons are 
included. 

RIM for the electric field. 
BAST-R-US for the outer boundary density and temperature.  
Tsyganenko 89 for the outer magnetosphere magnetic field. 

Coupled-NE RAM-SCB is coupled to SWMF and electrons are 
not included. 

RIM for the electric field. 
BAST-R-US for the outer boundary density and temperature.  
Tsyganenko 89 for the outer magnetosphere magnetic field. 

NotCoupled-E RAM-SCB is not coupled to SWMF and electrons 
are included. 

Volland-Stern ionospheric potential. 
The Tsyganenko and Mukai [2003] empirical model for outer 

boundary density and temperature. 
Tsyganenko 89 for the outer magnetosphere magnetic field. 

3. Results 

The pitch-angle averaged synthetic particle fluxes from the simulations Coupled-NE and Coupled-E (see Table 
1) are shown in Figure 4 and Figure 5 respectively. For comparison purposes Figure 6 shows results from simulation 
NotCoupled-E for the same event. The gaps in the synthetic fluxes represent times where the satellite leaves the 
simulation domain. Some of the gaps are not present in the data from simulation NotCoupled-E since the simulation 
domain was extended out to 9 Re. Comparing the ion fluxes between Coupled-E and Coupled-NE it is apparent that 
the inclusion of electrons leads to an overall decrease in maximum flux levels. This is due to increased pressure 
from the electrons on the self-consistent magnetic field computed with RAM-SCB. The flux levels show remarkably 
different time variation between the coupled and non-coupled simulations, indicating a strong dependence on 
boundary conditions. 

Figure 7 shows a side-by-side comparison of the H+ fluxes from the Coupled-E, NotCoupled-E and RBSP 
measurements. Qualitatively it appears that NotCoupled-E agrees better with the evolution of the measurements but 
there is a large discrepancy for fluxes above 100 keV. The coupled simulation shows clear disagreement with the 
measurements for plasma fluxes below 100 keV. Figure 8 shows the extracted flux energy spectra for three 
significant times during the initial, peak and recovery phases of the storm from simulations Coupled-E, NotCoupled-
E and RBSP measurements. This quantitative comparison shows that both Coupled-E and NotCoupled-E tend to 
underestimate the measured fluxes at low energies but behave differently for energies higher than 100 keV. In the 
high energy regime Coupled-E overestimates the fluxes, while NotCoupled-E underestimates the fluxes.  

 The synthetic Dst index computed using both Biot-Savart integration and the DPS relation for the simulation 
Coupled-NE is shown in Figure 9 alongside measured values for the Dst2. We also plot the corrected Dst* index 
which is calculated by removing the contribution from the magnetopause currents using an empirical parameterized 
function of the dynamic pressure measured at the magnetopause (O’Brien and McPherron, 2000). The simulation 

1 http://omniweb.gsfc.nasa.gov/ 
2 http://swdcwww.kugi.kyoto-u.ac.jp/dstdir/index.html 
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does a good job in predicting the decrease in Dst during the storm peak as well as the start of the decrease. It is also 
noticeable that the major contribution to the Dst index variation is from the ring current. The pre-storm discrepancy 
between the Dst measurements and predictions are due to the chosen initial conditions in the simulation domain. The 
recovery phase of the Dst does not agree with the measurements for this particular event since implementation of 
loss processes that operate universally is still in progress.  

Figure 10 shows the computed inner magnetosphere magnetic field from Coupled-E along with RBSP 
measurements. The agreement is very good, especially at larger radii where most of the ring current plasma is 
trapped during a weak geomagnetic storm.  

4. Conclusions 

We compared results from three simulations of the ring current evolution during a moderate geomagnetic storm 
with measurements taken by the RBSP satellites for the same period.  

The NotCoupled-E simulation results were qualitatively closer to observations that the Coupled-E and Coupled-
NE simulations. However, all three simulations showed discrepancies between the synthetic and computed fluxes. 

Compared to measurements both coupled simulations indicate an enhancement in flux for energies higher than 
100 keV and a depletion in the fluxes below this value. The high degree of uniformity in the flux spectrum over the 
storm period and during the recovery period indicates a need to improve the way the distribution function at the 
boundary coupled to BATS-R-US. 

Only the simulation Coupled-Ne modeled correctly the depression of the Dst index during the storm time but 
the recovery phase was not well modeled. This highlights the difficulty in estimating the time-scales for the relevant 
loss processes so this has to be addressed in the future. 

 The magnetic field for all three simulations compares very well with the measured magnetic field from RBSP 
indicating that the self-consistent approach of modeling the inner magnetospheric field together with the ring current 
evolution is highly robust. 

This work highlights the sensitivity of large-scale simulation on boundary condition implementation as well as 
the complex interplay between the different physical processes included in the equations underlying the simulations. 
Future work will focus on improving the RAM-SCB coupling to BATS-R-US using an improved realistic 
distribution function for the particle fluxes on the boundary, as well as improving the time-scale on which loss 
processes operate. Furthermore, as more data products from RBSP data, such as pith-angle distributions, become 
available, more refined results can be validated and the physics improved. 
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Figure 1: Schematic representation of the various inputs for the RAM-SCB inner magnetosphere model. 

 
Figure 2. Measurements of solar wind plasma covering the time period of the simulations. Notice that our simulation 

time covers all relevant phases of the storm, including a 5 hour buffer of quiet solar wind before the sudden 
storm commencement around 16:00 on October 31, 2012. In order the measurements from top panel to bottom 
panel are: density, speed, dynamic pressure, magnetic field strength, Bz component of the magnetic field, Dst 

index and Kp index. 
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Figure 3: Schematic representation of the domain used for the coupled simulations. BATS-R-US simulates the outer 

magnetosphere evolution in response to solar wind driving while RAM-SCB simulates the ring current 
evolution between radii 2-6.5 Re. 

 
Figure 4. Synthetic RBSP observations of pitch-angle averaged ring current particle fluxes for Coupled-NE. The 

color coding reflects the intensity of the flux for each energy bin. The gaps in values represent times when the 
satellite leaves the simulation domain. The spurious values represent numerical residual values that remain in 

the declared arrays for the electrons, with negligible effects on the results for other ions. 
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Figure 5. Same as Figure 4 but for results from Coupled-E. Notice that ions fluxes are different than Coupled-NE 

case due to the added pressure from the electrons in the force-balance calculation. 

 
Figure 6. Same as Figures 4 and 5, this shows fluxes from the NotCoupled-E simulation. The boundary conditions 

for this simulation are substantially different and this results in very different fluxes than for the two coupled 
simulations. 
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Figure 7. Shown is a side-by-side comparison of the H+ fluxes from Coupled-E (top panel) and NotCoupled-E 

(middle panel), together with RBSP observations (bottom panel) for the same period and orbit. Notice that there are 
some qualitative similarities between the NotCoupled-E results and the observations, notably in reproducing the 10 

keV gap in the fluxes. Compared to measurements the decoupled simulation underestimates the higher energy fluxes 
while the couple simulation overestimates them. 
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Figure 8. Pitch-angle averaged flux energy spectra from Coupled-E, NotCoupled-E and RBSP observations for three 

times selected from each phase of the storm: the initial, peak and recovery correspond to top, middle and bottom 
panels respectively. The gap in the RBSP data corresponds to a gap in the energy coverage between two of the 

instruments on board. Notice that both simulations tend to underestimate low energy particle fluxes below 100 keV 
while either over-estimating (Coupled-E) or under-estimating (NotCoupled-E) the higher energy fluxes. 
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Figure 9. Comparison between measured and synthesized Dst. The synthesized Dst is from simulation Coupled-NE. 

This is the best fit to the observed Dst variation between all three simulations. The BATS-R-US output takes into 
account all current systems in the magnetosphere while RAM-SCB only calculates ring current influence. 

 

 
Figure 10. Comparison between simulation Coupled-E magnetic field and RBSP measurements. In regions where 

the radius of the orbit is less than 2 Re the magnetic field was not calculated since these areas are outside the 
simulations domain. Away from these inner regions the agreement is very good. 
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Plasma and wave properties downstream of Martian bow shock: Hybrid
simulations

Chuanfei Dong

Department of Atmospheric, Oceanic and Space Sciences, University of Michigan, Ann Arbor, Michigan, USA.

Los Alamos National Laboratory, Los Alamos, New Mexico, USA.

Misa M. Cowee

Los Alamos National Laboratory, Los Alamos, New Mexico, USA.
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Abstract

The two-dimensional Los Alamos hybrid simulation codes are employed to investigate the kinetic properties of plas-
mas and waves downstream of the Martian bow shock. The simulations are two-dimensional in space but three
dimensional in field and velocity components. Simulations show that ion cyclotron waves are generated by tempera-
ture anisotropy resulting from the reflected protons around Martian bow shock. These proton cyclotron waves could
propagate downward into the Martian ionosphere and are expected to heat the O+ layer peaked at 250 to 300 km due
to the resonant interaction. The proton cyclotron wave heating is anticipated to be a significant source of energy to the
thermosphere which impacts escape rates. The simulation results, however, show that without considering the drift
velocity resulted from the transport of ionospheric O+, the heating of O+ via proton cyclotron wave resonant interac-
tion is not likely, based on our simplified model. However, a more detailed 3-D model with nonlinear physics may
reduce the frequency of the ion cyclotron waves by a factor of 3 and allow such cyclotron resonant heating to occur.
It is also possible that some non-resonant heating mechanisms (e.g., stochastic heating) play an important role during
the O+ heating. The exact heating altitude depends on the Martian crustal field location and solar cycle condition since
both the resonant condition and the stochastic threshold condition depend on the ambient magnetic field strength. The
magnetic field strength profiles based on different crustal field locations and solar cycle conditions are adopted from
the BATS-R-US multi-fluid MHD model.

Keywords: hybrid simulation, proton cyclotron wave, temperature anisotropy, Martian bow shock

1. Introduction

Mars has undergone dynamic atmospheric evolution over the last billion years. It is still unclear how Mars dra-
matically changed from a dense, wet, and warm atmosphere about 3.5 billion years ago (e.g., Carr and Wänke 1992)
to the dry and cold present atmosphere. The loss of atmospheric particles to space, in particular, the loss of oxygen,
has been identified as a major driver behind this change (Lammer et al., 2004, and references therein). Although Mars
does not have a strong intrinsic dipole magnetic field, unlike Venus and comets, Mars does have crustal magnetic
fields, making it unique in the solar system. The crustal field is mainly concentrated in the southern hemisphere where
it is highly localized. The strongest crustal sources exist at latitudes poleward of 30o S and at longitudes between
120o − 210o W (Acuña et al., 1999). Without the shielding of a strong intrinsic magnetic field, the Martian upper

Email addresses: dcfy@umich.edu (Chuanfei Dong), mcowee@lanl.gov (Misa M. Cowee), winske@lanl.gov (Dan Winske)

Los Alamos Space Weather Summer School Report 2013 11



Figure 1: (top) A schematic diagram of a two-dimensional hybrid simulation setup. (bottom) Time evolution of the magnetic field By profile (at
y=32 c/ωpi) along the x axis. Since the simulation is run in the downstream rest frame, the shock propagates to the left. In the bottom, x is
normalized by c/wpi where wpi is the ion plasma frequency and time t is normalized by ωci where ωci is the ion gyrofrequency.

atmosphere directly interacts with the impacting solar wind plasma. In order to explore the Mars upper atmosphere
and ionosphere, and to better understand their interaction with the solar wind environment, the Mars Atmosphere and
Volatile EvolutioN (MAVEN) Mission launched with a window opening in November 2013. MAVEN will determine
the role that loss of volatiles to space has played through time.

Among the large number of topics in this research area, the investigation of ion escape fluxes has become increas-
ingly important due to its potential impact on the long-term evolution of Mars atmosphere (e.g., loss of water) over
its history. Ion escape flux has been calculated by different plasma models, i.e., multi-species MHD model (Ma et al.,
2004; Ma and Nagy, 2007), test particle model (Fang et al., 2010; Curry et al., 2013), multi-fluid MHD model (Najib
et al., 2011; Riousset et al., 2013; Dong et al., 2013), and hybrid model (Modolo et al., 2006; Brecht and Ledvina,
2012). Recent observations of plasma waves, electron and ion fluxes in the Martian ionosphere indicate that ion heat-
ing may have had a significant impact on Mars’ atmospheric loss (Ergun et al., 2006). Note that none of the models
above investigated the ion escape resulting from the heated ions due to plasma wave interactions in detail. Ergun et al.
(2006) argued that it is an important source of ion escape, especially because the heating of the Martian ionospheric
O+ layer peaks (∼ 5×108 m−3) at 250 to 300 km in altitude where the ionosphere is relatively collisionless, indicating
kinetic effects are anticipated to play an important role in this process. They adopted an analytic approach to estimate
the source flux of O+ and O+ heating rates. By using the best available plasma observations in Mars’ ionosphere at
that time, they showed plasma wave heating in the upper ionosphere could bring 1025 atoms s−1 O+ to the ionopause
on the day side and flanks of Mars. However, their assumptions of wave spectrum and power were only based on
observations; they did not discuss in detail: 1) the exact generation mechanism of these waves; 2) how the O+ ions are
heated via wave-particle interaction.

In this paper, we aim to investigate the ion cyclotron wave generated around Martian bow shock by the kinetic
hybrid code (Winske et al., 1993, 2003) and to study the corresponding plasma and wave properties downstream of the
shock, which provides self-consistent simulation results to show the possibility of wave heating at Martian ionosphere.
This is closely related to one of the eight major scientific objects of MAVEN mission: to investigate the ion heating in
the Mars upper atmosphere in order to determine whether the wave heating has a significant effect on the ion escape
flux.

2. Model Descriptions

The two-dimensional hybrid code has been adopted where the ions are treated as super-particles and the electrons
are treated as massless, adiabatic fluid with γ = 5/3 (Winske et al., 1993, 2003). The hybrid code self-consistently
computes the evolution of kinetic ions, fluid electrons, and the associated fluctuating electric and magnetic fields,
thus capturing all the kinetic behavior of plasmas at ion inertial length and timescales. The computation domain is

2
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Figure 2: The curves illustrate Bz (at y=32 c/ωpi), number of particles and temperature (average over y axis) of both species one and two versus x
which is normalized by c/wpi. The contour plots show the 2-D view of magnetic field perturbation By and temperature anisotropy which is defined
as T⊥/T‖.

defined by 0 ≤ X ≤ 150 c/ωpi and 0 ≤ Y ≤ 64 c/ωpi, where c/ωpi is the ion inertial length based on Martian
bow shock upstream solar wind condition which approximately equals to 100 km. The resolution in both x and y
directions is dx = dy = 0.5 c/ωpi (∼ 50 km). The simulations are run in the downstream rest frame where the
stationary shock propagates to the left (see Fig.1). Except where specified, the plots in this paper are all shown in the
downstream rest frame. The solar wind plasma (species one) is continuously injected into the simulation domain at
the left boundary with velocity (uu − ud), where ud is the downstream velocity in the shock frame calculated from the
Rankine-Hugoniot relations. We initialized the simulation domain near right boundary (120 c/ωpi ≤ X ≤ 150 c/ωpi)
with heated magnetosheath plasma (species two) that satisfies the Rankine-Hugoniot relations. This helps to initiate
the shock correctly. Periodic boundary conditions are employed in the y direction and reflected boundary conditions
are used in x direction. Although the simulations are two-dimensional in space, the ion velocities, fluid velocities
and electromagnetic fields are fully three-dimensional. The total number of superparticles is 3.6 × 106 in the whole
simulation. We assume all ions are protons, and the upstream B field is along y axis thus the shock is perpendicular to
the shock normal θbn = 90o. We choose the upstream Alfvén Mach number MA=10 in the simulation, which is well
within the observational range. The solar wind thermal velocity distribution is assumed to be Maxwellian. All the
variables in the code are normalized based on Martian bow shock upstream solar wind condition.

3
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3. Simulation Results and Discussions

Firstly, in order to test the hybrid simulations, we compare the number of particles (average over y axis) and
temperature (average over y axis) of species one and two, where the properties of species one are self-consistently
calculated from the hybrid code while the properties of species two are initialized by the Rankine-Hugoniot relations.
From Fig. 2, it is clear that the simulation results are consistent with the Rankine-Hugoniot relations. The upper
panel of Fig. 2 shows the Bz component of the magnetic field perturbation (at y=32 c/ωpi), as will be explained later,
which is associated with the ion cyclotron waves. It is also clear that species one and species two are not mixed due
to pressure balance across the boundary at x = 120 c/ωpi. Inspection of Fig. 2 reveals that both Bz and perpendicular
temperature of species two have maximum values around the shock front while for species two T‖ < T⊥ near shock
front; T‖ is even lower than the corresponding downstream parallel temperature, indicating that there exists large
temperature anisotropy (defined as T⊥/T‖) around shock front. This is the reason why the amplitude of Bz peaks
around the shock front since the large temperature anisotropy could lead to ion cyclotron instability which generates
the ion cyclotron waves. As to the large temperature anisotropy, it results from the fact that some ions get reflected at
shock front; which leads to the proton cyclotron motion with large gyroradii. This greatly increases the perpendicular
temperature of species two. These particles eventually contribute to the heating of the downstream plasma, consistent
with Rankine-Hugoniot relation. It is noteworthy that the peak of Bz falls a little behind the peak of T⊥, thus also the
peak of the temperature anisotropy. This is because the temperature anisotropy mainly results from the reflected ions
at the shock front which makes the peak of T⊥ beyond the shock front. Also, it takes a while for the ion cyclotron
waves to grow, so it always saturates behind the shock front. From the contour plot, the peak of By (as will be shown
in Fig. 3, By and Bz peak at same position) indeed falls a little behind the temperature anisotropy peak of species
two. At shock front, By and density will be greatly compressed, which basically forms a fast mode-like structure: the
density peak and By peak are in phase. Therefore, the underlying physical mechanisms for large amplitude Bz and By

at shock front are completely different.
Due to the importance of wave magnetic fluctuation energy density, δB2

w/B2
0, for ion heating, we investigated the

evolution of all three components δB2
w,x,y,z/B2

0 along the x axis. Simulations show that they have similar amplitude.
Here Bx and Bz are caused by the ion cyclotron wave while By results from the fast mode-like structure around the
shock front. From the simulation, the normalized wave amplitudes are relatively large and approximately equal to 0.4
near the right boundary, which suggests the heating of ionospheric ions is possible. In order to verify that resonant
wave-particle interaction is possible in the Martian ionosphere, we need to calculate the wave frequency generated
from the ion cyclotron instability. We employed the FFT approach to analyze the temporal and spatial distributions of
wave magnetic field (see Fig.4). The hybrid simulation shows that the ratio Bdownstream/Bupstream ≈ 4. The temporal
FFT analysis (from t to ωr) shows that ωr/ω

upstream
ci ≈ 3.6, which corresponds to ωr ≈ 0.9 ωdownstream

ci . The spatial FFT
analysis (from y to ky) illustrates the peak is located at cky/ω

upstream
pi ≈ 1.7, which corresponds to cky/ω

downstream
pi ≈

0.85 and λ ≈ 7.39 c/ωdownstream
pi . Those results agree well with the linear theory predication for ion cyclotron wave

properties (Davidson and Ogden, 1975; Gary, 1993). From ray-tracing models (Swanson, 2003; Benkevitch et al.,
2010), the frequency of the wave is independent of background parameters during its propagation as long as one
investigates a steady state problem.

According to the linear theory, ion cyclotron waves propagating along an ambient magnetic field can only interact
with charged particles via cyclotron resonance ωr ± ω

q
ci − kv‖ = 0, where ωr and k are the wave frequency and wave

number, respectively; ωq
ci denotes the gyrofrequency for species labeled q; v‖ is the velocity component parallel to

the ambient magnetic field; and ± designates right- and left-hand polarization. Therefore, without considering the
drift velocity v‖, in order to make the proton cyclotron wave resonant with O+ ion (ωr ± ω

O+

ci = 0), the magnetic
field strength would need to beBO+ ≈ 0.9 × 16 × 3 × 4 = 172.8 nT (the upstream solar wind magnetic field strength
equals to 3 nT ). As shown by Fig.5, the magnetic field strength cannot reach this high value no matter the solar cycle
conditions or where the crustal field is located. This indicates a change in the wave frequency by a factor of about 3
would be necessarily allow heating of the ionospheric oxygen ions. Even if we change the shock angle θbn < 90o, as
indicted by Fig.3 in Davidson and Ogden (1975), the proton cyclotron wave resonance with O+ cannot be satisfied.
As such, the resonant interaction with proton cyclotron waves may be not important in heating of O+ layer in the
Martian ionosphere. However, we note that our simplified 2-D planar simulation model is just our first attempt to
investigate the wave generation process. A 3-D simulation model with an appropriate Martian ionosphere and full
3-D nonlinear wave propagation may reduce the wave frequency by a factor of 3 and allow wave heating to occur.

4
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Figure 3: The wave magnetic fluctuation energy density δB2
w,x,y,z/B2

0 versus x which is normalized by c/wpi.

Thus, we recommend more complete simulations and nonlinear theory be carried out to examine the cyclotron heating
process in better detail. The resonant heating may also be possible if one considers the drift velocity v‖ resulted from
O+ ion transport from dayside to nightside in the Martian ionosphere (Bougher et al., 2008). The magnitude of the
drift velocity, however, is still an open question since there is no available observation with enough precision. The
MAVEN mission may have an opportunity to provide us with the related observational data in the near future.

Besides having a hot hydrogen corona, Mars also has a hot oxygen corona, which has been studied in detail by
the three-dimensional Direct Simulation Monte Carlo Exosphere Model (DSMC) (Valeille et al., 2009). The ion
cyclotron waves generated by picking up of the H+ ions from the hot hydrogen corona has been well studied (Cowee
et al., 2012), however, the ion cyclotron waves generated by picking up of the O+ ions from the hot oxygen corona
has not been investigated yet due to the lack of current available observational data. Although the proton cyclotron
wave may be not important in heating the Martian ionospheric O+, the ion cyclotron waves generated from the pickup
of exospheric O+ may be important in heating the cold ionospheric O+ since the ion cyclotron waves generated from
the pickup O+, in principle, have lower frequency than the proton cyclotron waves generated by the reflected protons
around Martian bow shock. This will be investigated in detail in the future. It is also interesting to mention a recent
popular stochastic heating mechanism which can occur even below the ion cyclotron frequency in low beta plasmas as
long as the threshold condition is satisfied (Chandran et al., 2010; Wang et al., 2011; Dong et al., 2011). Interestingly,
the Martian ionosphere is also a low-beta region due to the magnetic field pileup near the Mars body (Najib et al.,
2011). It is possible that the the stochastic heating mechanism plays an important role in heating Martian ionospheric
O+. We plan to investigate it in detail in our future work. It is important to note that whether the ionospheric O+

heating eventually results from wave-particle resonant interaction or stochastic heating, the crustal field location and
solar cycle condition always affect the exact heating altitude. The reason is that both the resonant condition and the
stochastic threshold condition depend on the ambient magnetic field strength. For example, for solar cycle minimum
condition, the heating altitude should become lower when the crustal field faces the dawn side than when it faces
the sun. Finally, there also exist other possible energy sources to heat the ionospheric O+ such as the plasma waves
generated by electron beams and field-aligned currents as indicated in Ergun et al. (2006).

5
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Figure 4: Temporal and spatial FFT analysis and the corresponding temporal and spatial distribution of Bz.
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Figure 5: The magnetic field strength profiles along the subsolar line from the BATS-R-US multi-fluid MHD model (Dong et al., 2013).
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4. Conclusion

We investigated the plasma and wave properties downstream of the Martian bow shock by employing a two-
dimensional hybrid code due to temperature anisotropy. The proton cyclotron waves generated around the Martian
bow shock are caused by the reflected ions. By using the FFT analysis of our simplified simulation results, we find
that without considering Doppler shift, the resonant heating of O+ via proton cyclotron wave interaction is unlikely
to be efficient in the Martian ionosphere. However, a change in the wave frequency by only a factor of about 3 would
allow heating of the oxygen ions. This suggests that this wave heating process should be investigated in more detail
using three-dimensional simulations and nonlinear, nonlocal theory. It is also possible that either the drift velocity, v‖,
resulted from O+ transport satisfies the resonant condition or that some other heating mechanisms such as stochastic
heating may be important in heating the ionospheric O+. The ion cyclotron waves generated from the pickup of hot
corona O+ may be important to heat the ionospheric O+ as well. The crustal field locations and solar cycle conditions
play an important role in determining the exact ionospheric O+ heating altitude since both the resonant condition and
the stochastic threshold condition depend on the ambient magnetic field strength. The upcoming MAVEN mission has
a great chance to provide observational data to help us better understand the heating process in the Martian ionosphere
in the near future.
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Abstract 

This paper presents the first stages of a data assimilation scheme that is being developed as part of the 

Integrated Modelling of Perturbations in Atmospheres for Conjunction Tracking (IMPACT) Project, which is led by 

the Los Alamos National Laboratory (LANL) in the USA. In particular, the paper focuses on a project undertaken as 

part of the 3rd LANL Space Weather Summer School programme. IMPACT aims to develop a new orbital 

dynamics and atmospheric drag model with accurate uncertainty quantification. To achieve this goal, novel 

ionospheric, plasmaspheric and thermospheric data assimilation techniques that combine model information and 

observational data, along with relevant error statistics are required. The approach described in this paper involves a 

weighted ensemble of models to produce a better forecast of the true state of the atmosphere using the 

Thermosphere-Ionosphere-Electrodynamic General Circulation Model (TIE-GCM). The main advantage of using 

multiple models is to reduce the effect of model errors and bias, since it is expected that the model errors will, at 

least partly, cancel. This is an advantage for forecasting since it has been previously shown that a reduction in the 

uncertainties in the initial conditions of a model generally increases model skill. It is shown that the corresponding 

model output is closer to the true state, providing a more accurate forecast of atmospheric densities, with a reduction 

in the RMS error of approximately 55%.  

Keywords: Multi-model ensemble, data assimilation, modelling 

1. Introduction 

NASA predicts that, by 2030, orbital collisions could become frequent enough to cause a cascade, known as the 

Kessler Syndrome, with the potential to prevent the use of low Earth orbit (LEO). One way to mitigate the Kessler 

Syndrome is to more accurately predict orbital trajectories to better plan collision avoidance manoeuvres. A key 

component in orbital trajectory predictions is the accurate description of the upper atmospheric environment, in 

particular the ionosphere-thermosphere, since drag due to atmospheric density is one of the main forces that affect 

the orbit of satellites and space debris. The neutral air density from 200 to 1000 km altitude can change by 80% 

diurnally as well as by two to three orders of magnitude during geomagnetic storms; sometimes in just a few hours. 
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The forecast models currently in use are empirical. They are finely tuned but when applied to satellite orbit forecasts 

they result in large uncertainties in the orbital parameters (positional errors on the order of kilometres after a day 

[McLaughlin et al., 2011; Vallado and Finkleman, 2008]). 

There are a number of techniques to improve the predictability of the upper atmospheric environment. Data 

assimilation schemes have long been applied to the ionosphere-thermosphere system [Angling and Jackson-Booth, 

2011; Codrescu et al., 2012; McNamara et al., 2013]. Unfortunately, model errors and/or bias can significantly 

degrade the performance of data assimilation results. In this work a multi-model ensemble (MME) technique has 

been implemented to enhance the prediction of the ionosphere-thermosphere. The main advantage of MME methods 

is that the use of a number of different models to simulate the same physical phenomena can reduce or eliminate 

model errors or bias caused by any one single model. The model variables or fields of interest are averaged with 

equal weights or with weights reflecting their individual errors and/or bias. The main objective is to minimize the 

effects of model errors and bias, and improve the prediction of the physical phenomena using the ensemble average. 

Section 2 of this paper reviews the models used in this study. Section 3 describes the test scenario while Section 

4 discusses the initial comparison of the models with a truth data set. Section 5 details the approach for constructing 

the MME, and Section 6 discusses the results of using the new state as the model input. Finally, Section 7 provides 

the conclusions of the study, and where further work should be undertaken. 

2. Model & Observation Data 

For this study three atmospheric density models have been used: the Navy Research Laboratory Mass 

Spectrometer and Incoherent Scatter Radar Exosphere model (NRLMSISE-00), the Thermosphere-Ionosphere-

Electrodynamics General Circulation Model (TIE-GCM), and the Global Ionosphere-Thermosphere Model (GITM). 

NRLMSISE-00 is an empirical density model whereas GITM and TIE-GCM are physics based models. The models 

are driven using standard geophysical indices: i.e. F10.7, which is the solar flux at a wavelength of 10.7 cm at the 

Earth's orbit and is used as a proxy for solar output; Kp and Ap, which indicate the severity of the magnetic 

disturbances in near-Earth space. 

The NRLMSISE-00 model, developed at the US Naval Research Laboratory, is a global, empirical model of the 

atmosphere, using F10.7 and Ap to model the density of various atmospheric parameters [Hedin, 1991; Picone et al., 

2002]. Empirical models are computationally cheap and provide a statistically accurate estimate on average (over 

time). However without accounting for any of the underlying physical processes they do not allow for extrapolation 

into areas where there is no data with any confidence. 

The TIE-GCM model, developed in the National Center for Atmospheric Research (NCAR), is a non-linear 

three-dimensional model of the coupled thermosphere ionosphere system [Richmond, 1992]. At each time step the 

continuity, energy and momentum equations are solved for neutral and ion species using a fourth-order, centred 

finite difference scheme [Roble et al., 1988]. Ion velocities are calculated from the drifts caused by electric and 

magnetic fields (i.e. ExB drifts). The model uses daily F10.7, a 81-day average F10.7 value, and Ap. The lower 

boundary condition atmospheric tides are provided by the Global Scale Wave Model (GSWM) [Hagan et al., 2001]. 

GITM [Ridley et al., 2006] is a physics-based three-dimensional global thermosphere and ionosphere model that 

solves the full Navier-Stokes equations for density, velocity, and temperature for a number of neutral and charged 

components. For inputs, GITM uses F10.7, the hemispheric power index (HPI) (which is derived from the 3-hour 

Kp), interplanetary magnetic field (IMF) data and solar wind velocity. GITM inherently allows for non-hydrostatic 

solutions to develop which allows for realistic dynamics in the auroral zones [Ridley et al., 2006]; this is the main 

difference between GITM and TIE-GCM (hydrostatic solution). Furthermore, unlike TIE-GCM, the GITM model 

solves the ion momentum equations. Although both TIE-GCM and GITM can potentially provide a forecast of the 

upper atmospheric environment, they both suffer from significant model errors and bias. This is mainly due to 

missing physics in the models, as well as inaccurate initial conditions, boundary conditions, parameters, and inherent 

numerical errors. The dynamics are represented in different ways in the models; therefore it is possible that their 

combined fields can capture a more realistic evolution of the densities than any one single model. 

The models are tested against neutral density data from the CHAllenging Minisatellite Payload (CHAMP) 

satellite [Reigber et al., 2002; 2003]. CHAMP was in operation from July 2000 to September 2010 and the neutral 

densities are derived from accelerometer data as described by Sutton [2009]. 
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3. Test Scenario 

The time period for this study was from August 28th 2009 to September 1st 2009. This is during solar 

minimum, where there is a large difference between the models.  At solar minimum the impact of the solar input 

parameters on the models is relatively small, and thus other internal and external dynamics dominate the evolution 

of the ionosphere-thermosphere densities. The particular time period was chosen since it included a geomagnetic 

storm which took place on August 30th: the Ap reached a high of 67 between 15UT and 18UT, staying below 10 at 

other times. However, during this period the F10.7 showed little variability, fluctuating between 69.3 and 70.4. The 

performance of each model is compared against the derived density fields obtained from CHAMP. The models were 

run with a 30 minute time step and the observational data from the CHAMP satellite was restricted to the closest 

matching time for comparison. 

4. Model Comparison 

The models' outputs have been compared with density observations from CHAMP, in order to provide model 

performance and an initial indication of the models' skill. 

Figure 1 shows the total neutral density from the CHAMP observations (in black) as well as the total density 

outputs from NRLMSISE-00 (orange), GITM (red) and TIE-GCM (blue). Table 1 shows the statistics of the time 

series of the models and Table 2 the corresponding error (model minus observation) statistics. 

The NRLMSISE-00 empirical model results, as expected, show a good mean approximation to the observed 

state, however the model shows a larger variability in its output than the CHAMP observations. GITM shows a 

slight negative bias but has a standard deviation value close to the observations, i.e. the range of values that GITM 

produces have a similar range to the observations. Overall GITM performs the best of the three models in terms of 

the model mean, standard deviation and RMS values as seen in Table 1. It also performs better in terms of errors 

except for the standard deviation. GITM also seems to show some reaction to the storm, with a noticeable increase 

in neutral density just after the peak in observed neutral densities. TIE-GCM has a more pronounced discrepancy 

between model results and observations. The experiments show that TIE-GCM has a positive bias and a standard 

deviation much larger than that of the observations. However, the TIE-GCM does also show some reaction to the 

storm. Although there is no increase in the maximum reported values, there is an increase in the minimum values, 

(Figure 1). 

The test results show that the models suffer from different errors and bias, and are unable to exactly match the 

observed density field from CHAMP. In particular, all models underestimate the peak. Therefore, in order to provide 

better forecasting abilities techniques must be used to combine the model output to minimize the impact of model 

errors and bias. The technique used in this work is the multi-model ensembles (MME) described in the next section. 

 

 
Figure 1: Plot showing the neutral density observation data from CHAMP with the three model outputs, NRLMSISE-00, GITM and TIE-GCM 

for the study period. 
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Table 1: Standard deviation and RMS of the observations and model output. 

 RMS (kgm
-3

) Std. Dev. (kgm
-3

) 

CHAMP 2.90 x 10
-12

 1.10 x 10
-12

 

NRLMSISE-00 3.84 x 10
-12

 1.40 x 10
-12

 

GITM 2.08 x 10
-12

 9.92 x 10
-13

 

TIE-GCM 5.22 x 10
-12

 1.48 x 10
-12

 

 

 

Table 2: The error (model minus observation) statistics. 

 RMS (kgm
-3

) Std. Dev. (kgm
-3

) 

NRLMSISE-00 1.62 x 10
-12

 1.36 x 10
-12

 

GITM 1.55 x 10
-12

 1.30 x 10
-12

 

TIE-GCM 2.60 x 10
-12

 1.19 x 10
-12

 

 

 

5. Multi-Model Ensemble 

Multi-model ensembles (MMEs) are widely used in atmospheric and climate modelling, where there have been 

multiple approaches proposed for constructing the ensemble [Kharin and Zwiers, 2002; Krishanmurti et al., 2000]. 

The uncertainties in any given model include missing physics, errors in initial condition, boundary condition, and 

parameter values. By using a MME it is possible to reduce the impact of these errors and hence increase the model 

forecast skill  [Tebaldi and Knutti, 2007]. 

Tebaldi and Knutti [2007] argue that the expectation that combining results from multiple models will offer an 

improvement is based on the assumption that if the models are independent errors should cancel. This leads to the 

idea that the uncertainty in the model predictions should decrease as the number of models increases. However, it 

has been shown that different weighting schemes, each based on reasonable criteria, can give different results 

[Hagedorn et al., 2005]. Therefore, Chandler [2013] concluded that, without a formal reasoning for a particular 

weighting method, the choice becomes an added source of uncertainty. Therefore simply increasing the number of 

models in the MME should not continually decrease our uncertainty without formally characterising a method for 

combining the models [Tebaldi and Knutti, 2007]. 

Two approaches to constructing the MME are described here; first by ignoring model performance and creating 

an equally weighted average. Secondly a method for generating a weighted ensemble is discussed and implemented. 

5.1. Equally Weighted Average MME 

There are a number of difficulties in constructing a MME, including that different models do not all share 

common output variables. Another problem is that there is not observational data for each parameter, making a 

method for assessing model performance difficult. One of the ways to resolve the latter problem is to not take model 

performance into account and use an equally weighted average. Such methods have been shown to increase model 

skill [Weisheimer et al., 2009]. 

Figure 2  shows the neutral density plots of the models, but this time with the equally weighted average density 

also plotted. The combination of the models offers a significant improvement over each individual model, giving an 

RMS error value of 1.27 x 10
-12 

kgm
-3

. There is still a slight positive bias, especially in the times before the storm 

onset; however the post-storm densities are tracked accurately. The variability of the combination is close to the 

variability of the observations and the RMS error of the combination is smaller than any individual model. 

5.2. Weighted MME 

There are different methods to weight model results; they each depend on what measure of model skill is used. 

For example Tebaldi and Knutti [2007] state that the skill of a (climate) model should not be judged from its ability 

to predict the future, but instead from its ability to predict mean conditions, variability, and transient changes. 
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Figure 2: First shown are the model results with the CHAMP observations followed by the results from taking an equally weighted average of the 

three models. Finally the weighted combination is shown. 

In line with Tebaldi and Knutti [2007] a weighting method for the MME was developed based on the models' 

mean conditions and variability. The models were restricted to low activity (< 3 Ap) times and the mean square 

error, which weights the square of the bias equally with the variance (of the model time series minus the observation 

time series) was used, 

     ).σ(μ 22Skill       (1) 

Where μ is the mean of the time series of errors and σ the standard deviation. This was implemented for each 

model at the quiet times to produce a single value representing model skill (3.03 x 10
-24

 for NRLMSISE-00, 1.06 x 

10
-24

 for GITM and 8.15 x 10
-23

 for TIE-GCM). The inverse of the value was used to weight the models, so that the 

model with the lowest value was weighted most heavily. The resulting weighting was 23.7% NRLMSISE-00, 67.5% 

GITM and 8.80% TIE-GCM. 

Figure 2 shows the neutral density plots of the observations, unweighted and weighted average, The RMS error 

for the weighted combination is 1.17 x 10
-12 

kgm
-3

. The weighted average provides variability very close to that of 

the CHAMP observations, and does not show any significant bias. However the storm period is not modelled as well 

as the equally weighted average. This is probably due to the fact that GITM tends to underestimate the true state 

during the storm, whilst being heavily favoured in the weighting scheme (67.5%), which is based on quiet times. 

It has been shown that combining model simulations leads to increased skill at matching the CHAMP derived 

data. This reduced uncertainty in atmospheric densities can be used to provide the initial conditions of a forecast run 

of a model. This approach has been shown to increase model forecast skill [Tebaldi and Knutti, 2007]. 

6. Using the MME as the Initial Conditions for TIE-GCM 

For this experiment, TIE-GCM is initialized using the MME average. The TIE-GCM is restarted every six 

hours, at which time the MME average field is used as the initial condition for the model. The main objective is to 

reduce the uncertainty in the initial conditions and increase the forecast skill of TIE-GCM. 

Figure 3 shows the neutral density from the CHAMP observations, the original TIE-GCM run, the equally 

weighted combination MME and the results of rerunning TIE-GCM using the MME as the initial condition every six 

hours. Table Table 3 shows the errors of the reported densities from Figure 3. 

Using the MME as the initial condition in TIE-GCM provides a clear improvement in RMS error compared to 

the standard run of TIE-GCM. Initially the model is well above the values, but this is due to the large initial values 

in the MME (caused by the GITM `spin up' time, along with the already large TIE-GCM and NRLMSISE-00 

values). However after approximately 20 hours the reported densities show very low bias, and have variability close 

to the observations. In particular, the post-storm period is modelled very accurately, and the RMS error of the new 

TIE-GCM run is smaller than the equally weighted MME density RMS error. Using the MME as the initial 
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conditions to TIE-GCM offers a 55% reduction of the RMS error compared to the initial TIE-GCM runs from 

Section 4. 

Figure 4 shows the neutral density from the CHAMP observations, the original TIE-GCM run, the weighted 

combination MME and the results of rerunning TIE-GCM using the weighted MME as the initial condition every six 

hours.Table 3 shows the errors of the reported densities from Figure 4. 

These figures show that using the weighted combination MME as the initial condition for TIE-GCM also 

provide significant improvement. Before the storm onset the new TIE-GCM run gives a non-biased result with 

variance close to that of the observations. However directly after the storm the output does not follow the density 

values so well; for the remaining 50 hours (from hour 70 to 120) the TIE-GCM result shows a smaller variability 

than that of the observations. Table 3 does however show that using the weighted MME as the initial condition still 

offers considerable improvement over not using it and the RMS error is reduced by 48%. 

 

 
 

Figure 3: Top panel shows the neutral density from the CHAMP observations, from the original TIE-GCM run and the equal combination MME. 
The bottom panel shows the CHAMP observations and the new TIE-GCM output, using the MME as the initial condition every six hours. 

 
Figure 4: Top panel shows the neutral density from the CHAMP observations, from the original TIE-GCM run and the weighted MME. The 

bottom panel shows the CHAMP observations and the new TIE-GCM output, using the MME as the initial condition every six hours. 

Table 3: Statistics of equal and weighted MME used as initial conditions for TIE-GCM. 
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 kgm
-3

 Errors (kgm
-3

) 

Equal MME TIE-

GCM 

Mean 3.12 x 10
-12

 4.03 x 10
-13

 

Standard Deviation 9.54 x 10
-13

 1.10 x 10
-12

 

RMS 3.26 x 10
-12

 1.17 x 10
-12

 

Weighted MME TIE-

GCM 

Mean 2.31 x 10
-12

 -3.03 x 10
-13

 

Standard Deviation 1.08 x 10
-12

 1.33 x 10
-12

 

RMS 2.54 x 10
-12

 1.36 x 10
-12

 

 

7. Conclusions 

The current work shows the importance of multi-model ensembles for enhancing the forecast skill of 

ionosphere-thermosphere models. Three models were considered, an empirical model (NRLMSIS-00) and two 

physics-based models (TIE-GCM and GITM). The models' output density is compared against density fields from 

CHAMP, where all models are unable to match the observations. To improve the density estimation, a multi-model 

ensemble averaging technique is applied and tested. Two approaches for the MME are use, a simple model ensemble 

average where all models have the same weight, and a weighted model ensemble average where each model is 

weighted according to its skill (discrepancy between model and observation in an average sense). The results show a 

great improvement in both cases, where the weighted average provided a slightly more accurate upper atmospheric 

density. The multi-model ensemble is then used to initialize one of the physics-based models, TIE-GCM, to improve 

its forecast skill. As with the previous case, the first experiment uses an MME with a simple ensemble average to 

initialize TIE-GCM. This initialization shows a 55% reduction in RMS error over the previous experiments. The 

weighted MME performs worse than the simple ensemble average MME, offering an approximate 48% reduction in 

RMS error. There are a number of reasons for this worse performance. Firstly, the scheme uses the model quiet time 

to generate the model weights which is then applied across all time periods. A possible solution would be to use two 

different weighting schemes, one for quiet time and one for storm time. A further approach would be to change the 

weighting scheme altogether and adopt Reliability Ensemble Averaging (REA) [Giorgi and Mearns, 2002] that is 

often used to generate MMEs in climatology studies. 

For future work, as well as using different weighting schemes, the MME should be applied to the GITM model 

to see if similar improvements are seen in the results. Also repeating the study during a solar maximum time, when 

the solar inputs of the model become the main factor in determining the model output, would show how much 

improvement using MMEs can offer. 
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Abstract 

Thermospheric neutral and plasma densities derived from the Challenging Minisatellite Payload (CHAMP) 
accelerometer measurements are analyzed for 2003 and 2007. Statistical analysis in the time and frequency domain 
of neutral/plasma densities, and TIMED-SEE solar irradiances reveal a very different ionospheric response to solar 
radiation based on the phase of the solar cycle. We found that solar radiation dominates the dynamics of the 
ionospheric neutral density during solar maximum, whereas internal processes control its variability during solar 
minimum. We show that the radio flux (F10.7), commonly used as proxy for extreme ultraviolet (EUV) radiation, 
correlates well with neutral density only when the solar forcing is high, whereas when it is low the Ap index 
captures more variability. Additionally, we found that at solar maximum the 133.5 nm irradiance shows the best 
correlation with neutral density, indicating that far ultra-violet (FUV) radiation is more representative of the 
dynamics of the F-region ionosphere. 
Keywords: solar radiation, ionosphere, neutral and electron density 
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1. Introduction 

The region of the thermosphere above the turbopause is characterized by diffusive separation and the different 
species are distributed depending on their mass and temperature. In this region extreme ultraviolet (EUV) radiation 
is the primary energy input, while solar wind, particle precipitation, joule heating as well as geomagnetic activity, 
lower atmosphere processes and anthropogenic trace gases play a secondary role [Cole, 1962, 1971; Banks, 1977, 
Qian et al., 2007]. The EUV component (10 <λ<121 nm) of the solar spectrum is highly dependent on solar activity 
[Hedin and Mayr, 1987], creating significant variability in neutral density, ranging from hours to decades. As a 
consequence, thermospheric neutral density is mainly modulated by the solar cycle variation of ~11 years, the semi-
annual variation of ~6 months, and the solar rotation variation of ~27 day. 

The atmosphere of the Sun rotates with a period close to 35 days near the poles and 25 days near the equator. 
This differential rotation creates twisting magnetic field lines, which lead to the formation of active regions on the 
surface of the sun releasing high energy radiation (i.e. EUV radiation) [Forbes et al., 2006]. The rotation of solar 
active regions produces a modulation of the EUV flux coming from the Sun, with a period close to 27 days as 
observed on Earth (or shorter periods, such as the 9-day variability in 2005 as discussed by Pedatella et al., 2011. 
Studying the 27-day signature in neutral and plasma densities allows us to discuss the relative influence of solar 
radiation in the thermosphere.  

It is well known that the most difficult parameter to model in prediciting orbits of low Earth orbit satellites is 
the atmospheric drag, due to the complexity of mass density variations caused by solar radiation, magnetospheric 
energy inputs and propagating waves coming from the lower atmosphere. Moreover, the knowledge of the 
ionospheric electron density is essential for a large number of applications, e.g., radio and telecommunications, 
satellite tracking, and Earth observation from space. Considerable efforts have been concentrated on modeling these 
ionospheric parameters, but a lot of work has yet to be done. Most of the neutral and electron density models are 
empirical and are highly dependent on solar indices, such as F10.7, extreme (EUV) and far (FUV) ultraviolet, and 
geomagnetic indices, such as Ap, Kp, and Dst. Investigating the link between densities and the solar and 
geomagnetiwc indices is key to understand the relative significance of solar forcing and geomagnetic disturbances to 
explain neutral and electron density variability, and ultimately improve modeling [Fuller-Rowell et al., 2009]. 

The objective of this study is to characterize the solar radiation influence on the ionospheric neutral and electron 
densities during two opposite phases of the solar cycle. Many studies have found good correlation between solar 
EUV radiation and neutral density at solar maximum, when solar radiation is the highest [Guo et al., 2007], and 
during geomagnetic storms [Liu et al., 2010], but uncertainty still persists on the ionospheric response at solar 
minimum. For this case we would expect internal processes (such as wave propagation, neutral wind response to 
geomagnetic activity, thermosphere-ionosphere coupling) to play a bigger role in explaining neutral density 
variability [Hedin and Mayr, 1987; Thayer et al., 2008]. 

The science questions that we aim to answer are:  

1. To what degree is solar EUV radiation responsible for ionospheric neutral and plasma density variability? 

• Is the 27-day solar rotation evident in neutral and plasma densities? 

• How does neutral and plasma density correlate with F10.7 and the EUV irradiances?  

• Is this correlation strongly dependent on the phase of the solar cycle? 

2. What is the best proxy to describe the absorption of solar EUV radiation in the ionosphere? 

• What solar wavelengths better describe neutral and plasma density variability? 

• Are there EUV irradiances showing better correlation than the F10.7?  

Studying the variability of the neutral and plasma densities in the thermosphere is key to understand the Earth-
Sun interaction, the connection upper atmosphere and ionosphere, and has practical space weather applications, such 
as improving orbital prediction models. With our study we seek to better understand how the thermospheric neutral 
and plasma densities are linked to solar radiation. 

The following section provides a brief overview on the methodology used to answer the aforementioned science 
questions and describes the observational data implemented. Section 3 illustrates and describes solar rotation 
variability in the spectral and temporal domain, while section 4 summarizes our findings. 
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2. Data and Methodology 

In order to answer the science questions listed in the introduction, we analyzed neutral 
(http://thermosphere.tudelft.nl/acceldrag/data.php) and plasma (http://isdc.gfz-potsdam.de) densities derived from 
CHAMP accelerometer measurements for 2003 and 2007 (at solar maximum and minimum respectively) [Doornbos 
et al., 2010].  

The Challenging Minisatellite Payload (CHAMP) satellite was launched in 2001 into a near-circular orbit with 
an inclination of 87.3° [Reigber et al., 2002] and was put on a decaying orbit in late 2010. Launched at a nominal 
orbit of 456 Km it decayed to around 360 Km by 2007. It carried onboard several instruments (i.e. STAR triaxial 
accelerometer and Langmuir probe), whose measurements allowed us to estimate thermosphere and ionosphere 
parameters (i.e. total mass density and plasma density).  

Total mass densities are derived from the accelerometer measurements following these three steps [Bruinsma et 
al., 2004]: (1) a reduced-dynamic satellite orbit is simulated, (2) a dynamic satellite orbit is fitted to the pseudo-
observations using calibrated STAR measurements, (3) this dataset is used to compute neutral densities at each orbit 
integration step. This methodology leads to an absolute uncertainty of 10-15$\%$. In this study we can ignore this 
bias as we are focusing exclusively on temporal variability. Similar considerations hold for the retrieval of plasma 
densities. More details on the accelerometer and on its performance are provided by Grunwaldt and Meehan, [2003] 
and Perosanz et al., [2003].  

For the years 2003 and 2007 the TIMED-SEE solar EUV irradiances (at 27.34 nm, 30.4 nm, 33.5 nm, 36.8 nm, 
121.5 nm, 133.5 nm and 145-165 nm) as provided by the Laboratory of Atmospheric and Space Physics (LASP) 
(ftp://laspftp.colorado.edu) are compared with the 10.7-cm radio flux (F10.7) (ftp.ngdc.noaa.gov) as proxy for solar 
variability. The Ap index of geomagnetic activity (ftp.ngdc.noaa.gov) is used as a proxy for geomagnetic variability. 
Neutral and plasma densities were normalized to constant height at each orbit using the DTM2000 empirical model 
[Bruinsma and Thuillier, 2003].  

We analyzed the frequency domain of neutral and plasma densities, F10.7, TIMED-SEE irradiances, and Ap 
using a fast fourier transform (FFT). Neutral and plasma densities have a time resolution of 10 and 45 seconds 
respectively, F10.7 and Ap are daily averages, while the TIMED-SEE irradiances are provided once per orbit (~15 a 
day). The monthly mean sunspot number used in this study is retrieved from the National Geophysical Data Center 
at the National Oceanic and Atmospheric Administration (NOAA) 
(http://www.ngdc.noaa.gov/stp/solar/ssndata.html). We performed a wavelet analysis as provided by Torrence and 
Compo [1998] (http://paos.colorado.edu/research/wavelets) to study the temporal variability of periodicities in the 
5/40-day range. 

Additionally, we looked at the time series of each one of the parameters previously described. In order to isolate 
the ~27-day solar rotation effect, we processed the data as follows (similarly to Forbes et al., 2006): we calculated 
residuals by subtracting 27-day means, shifted one day at the time, to the original data; we then applied a 5-day 
running mean to the residuals, to reduce noise due to day-to-day variability, i.e. caused by geomagnetic activity (we 
refer to these as 'mean residuals'). In order to minimize geomagnetic disturbances, we eliminated days with Ap 
greater than 30 and we performed a linear interpolation in the gaps (never on more than 10 days per year or for more 
than 3 consecutive days).  

Los Alamos Space Weather Summer School Report 2013 29



 
 

3. Results 

Analyzing the two opposite phases of the solar cycle, we found that only during solar maximum (i.e. when solar 
radiation is at maximum) neutral density shares a large number of similarities with solar flux variability. For this 
case (i.e. 2003), we found an yearly-averaged Pearson correlation coefficient of 0.875. This value is particularly 
good considering that it is referred to unfiltered data. Conversely, for 2007 we found that neutral density and solar 
flux are completely uncorrelated. In the following we explain why this is in fact expected. 

Mean density residuals for 2003 are shown in Figure 1a, together with mean F10.7 and Ap residuals. Figure 1b 
shows the correlation coefficient versus time for a moving 27-day fit of mean neutral density residuals with F10.7 
and Ap. From Figure 1b we report correlation coefficients as high as 0.95, with a noticeable significant drop during 
the middle part of the year. This drop, as noted by Forbes et al. [2006], can be attributed to the decreased solar flux 
variability. Although not of primary interest in this study, we investigated the reason of this reduced variability and 
found (Figure 1c) that it is associated with an increased sunspot activity. We believe that the increased number of 
sunspots contributes to make the surface of the sun appear somewhat more uniform, hence preventing the 27-day 
modulation of the solar radiation to occur. From Figure 1b we also notice an increased correlation of neutral density 
with mean Ap residuals in the interval when the correlation with F10.7 drops (the reason is explained in the 
following paragraph). 

 

Figure 1: On the top panel (a): time series for 2003 of mean residuals (percent) of neutral density (green line), F10.7 (red line) and Ap (blue line). 
On the middle panel (b) moving Pearson correlation coefficient during 2003 of neutral density with F10.7 (red line) and Ap (blue line). On the 

bottom panel (c) moving correlation coefficient of neutral density with F10.7 (red line) and the monthly sunspot number (green line). 
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The same analysis for 2007 demonstrates that neutral density variability is for the most part uncorrelated with 
F10.7, with a yearly-averaged Pearson correlation coefficient equal to -0.462. Instead, significant correlation 
between neutral density and Ap is found. Figure 2a shows the time series of residuals and Figure 2b the moving 
correlation coefficients. In these plots we notice very good correlation between neutral density and Ap during the 
second half of the year, with values often above 0.9 and constantly above 0.7 (except for the second week of 
december). This suggests that, as solar forcing diminishes, internal processes (captured by the geomagnetic index) 
tend to dominate the dynamics of the ionosphere-thermosphere system. We believe that the poor correlation at the 
beginning of 2007 can be explained by strong periodicities in the 9-15 day range present in the Ap but not in the 
neutral densities (see the wavelet analysis at the end of this section). 

 
Figure 2: Same as in Figure 1, except for 2007 (no sunspot number plotted). 
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Tables 1a and 1b lists the Pearson correlation coefficients of neutral and electron densities with F10.7, the 0.1-7 
nm, 27-34 nm, 30.4 nm, 33.5 nm, 36.8 nm, 121.5 nm, 133.5 nm, 145-165 nm TIMED-SEE irradiances and Ap for 
2003 and 2007 respectively. For 2003, we notice that neutral density correlates remarkably well with the F10.7 and 
the EUV irradiances, but it is uncorrelated with Ap. In addition, we observe that the 133.5 nm wavelength has a 
slightly better correlation coefficient than the F10.7. We hypothesize that this is due to this irradiance being 
absorbed closer to the 300/350 Km altitude range where neutral densities were retrieved from in-situ CHAMP 
measurements. This suggests that this wavelength could serve as better proxy during solar maximum to describe 
neutral density variability. For the sake of brevity and given the very similar behavior to the F10.7, we are not 
showing the moving correlation coefficient for the EUV irradiances.  

 
Table 1: Pearson correlation coefficients of neutral and plasma densities with F10.7, 0.1-7 nm, 27-34 nm, 30.4 nm, 
33.5 nm, 36.8 nm, 121.5 nm, 133.5 nm, 145-165 nm irradiances, and Ap for 2003 (a) and 2007 (b). Highlighted in 
red the strong correlation of 0.875 of neutral density with F10.7 and 0.882 with the 133.5 nm wavelength for 2003 
(a), and 0.581 with Ap for 2007 (b). 
 

  
 

Electron density shows far less good correlation with any of the parameters analyzed, as expected by the many 
processes driving its variability. Nevertheless, its correlation with F10.7 during 2003 shows a value of 0.549, and up 
to 0.588 using the 145-165 nm wavelength. For the years analyzed, electron density appears to be completely 
uncorrelated to Ap.  We are not showing the moving correlation coefficient for electron density, as it does not add 
valuable information. 
 

We performed a fast fourier transform of all the quantities of interest. Figure 3a and Figure 3b show neutral and 
electron densities, F10.7, E1335 (irradiance at 133.5 nm) and Ap for 2003 and 2007 respectively. We have selected 
E1335 from the 8 irradiances provided by TIMED-SEE because it best correlates with neutral density. For both 
years we clearly see a 27-day peak in the neutral densities, as expected, but only for 2003 we see a correspondent 
27-day peak in the F10.7 and EUV irradiances. In particular for 2003 we see how the spectrum for E1335 shows two 
secondary peaks at 26 and 33 days, present in the neutral density but not in the F10.7. As seen in the time series, this 
is an indication of how this wavelength is more representative than the F10.7 to describe neutral density variability 
(at least at solar maximum). Additionally, for both years we notice the quite complex structure of the electron 
density and a 9-day peak in the Ap (which reflects on the neutral density only in 2007). 
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Table 1. Pearson correlation coefficients of neutral and plasma densities with F10.7, 0.1-7 nm,

27-34 nm, 30.4 nm, 33.5 nm, 36.8 nm, 121.5 nm, 133.5 nm, 145-165 nm irradiances, and Ap for

2003 (a) and 2007 (b). Highlighted in red the strong correlation of 0.875 of neutral density with

F10.7 and 0.882 with the 133.5 nm wavelength for 2003 (a), and 0.581 with Ap for 2007 (b).
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Figure 3: Peridiograms of neutral density, electron density, F10.7, E1335 (irradiance at 133.5 nm), and Ap for 2003 (a) and 2007 (b). On the x-
axis periods from 5 to 35 days and on the y-axis power. 
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Figures 4a and 4b show the wavelet of neutral and electron densities, F10.7, E1335 (irradiance at 133.5 nm) and Ap for 2003 and 2007 
respectively. Morlet wavelet analysis allows to investigate the temporal variability of periodicities comprised between 5 and 40 days. 

 

Figure 4: Wavelets of neutral density, electron density, F10.7, E1335 (irradiance at 133.5 nm), and Ap for 2003 (a) and 2007 (b). On the x-axis 
time (days in 2003 (a) and in 2007(b)) and on the y-axis period from 5 to 40 days (the scales were not fixed for each parameter to better highlight 

the wave patterns). 
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Figure 4. Wavelets of neutral density, electron density, F10.7, E1335 (irradiance at 133.5 nm),

and Ap for 2003 (a) and 2007 (b). On the x-axis time (days in 2003 (a) and in 2007(b)) and

on the y-axis period from 5 to 40 days (the scales were not fixed for each parameter to better

highlight the wave patterns).
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For 2003, we notice that neutral density, F10.7 and E1335 show two periods of strong 27-day variation at the 
beginning and at the end of the month (in accordance with what seen in the time series). Also electron density shows 
this basic trend, with a higher 27-day peak at the beginning of the year. Ap shows a lot of variability in the region 
5/15-day but not around 27 days. 

For 2007 we notice how neutral density differs significantly from both F10.7 and E1335, as discussed in the 
time domain. We also notice very weak periodicities in electron densities. The most significant result for 2007 is 
represented by Ap, which shows 27-day waves (at the beginning and the end of the month) very similar to the one 
seen in the neutral density. This result agrees with our findings previously discussed. One of the possible 
explanations for the poor correlation between Ap and neutral density at the beginning of the year is found in the 
presence of strong 5/15-day variability, as seen in the wavelet of Ap. For both years we notice how F10.7 compares 
very well with E1335, although such a comparison is poor looking at the peridiograms, shown in Figure 3. This can 
be attributed to the yearly average performed in peridiograms, and suggests that wavelet are a much better tool of 
analysis in this context. 

Note that multi-day oscillations at the periods of 7 and 9 days observed in the thermospheric densities and in 
particular in the Ap are caused by the solar wind high-speed streams and the associated recurrent geomagnetic 
activity (not very strong in the years analyzed). 

4. Conclusions 

Understanding the sources of variability of the neutral and plasma densities in the thermosphere is fundamental 
to gain better knowledge of the Earth-Sun interaction and has several direct space weather applications, such as 
improving ionospheric models, satellite tracking, radio and telecommunications, and Earth observation from space. 

With our study we aimed at better understanding how the thermospheric neutral and plasma densities are linked 
to solar radiation. We found that neutral density correlates well with solar forcing at solar maximum, whereas at 
solar minimum internal processes (such as wave propagation, geomagnetic activity, thermosphere-ionosphere 
coupling) dominate the dynamics of the ionospheric system.  We determined that the phase of the solar cycle highly 
influence the best proxy for neutral density variability, with solar indices (F10.7 or EUV irradiances) best at solar 
max and geomagnetic indices (Ap) at solar minimum.  We found clear evidence of the solar rotation peak in both 
neutral and plasma density, with solar forcing representing the major source of variability only during solar 
maximum. We found that electron densities do not correlate well with any of the solar indices (i.e. F10.7 and EUV 
irradiances) at any phase of the solar cycle, due to oscillations in the 7-9 day, 11-13 day and 17-19 day range (where 
7 and 9 days oscillations are associated with solar wind high speed streams). 

Additionally, we found that FUV radiation (133.5 nm and 145-165 nm) is more representative than EUV (<121 
nm) of neutral and electron density variability in the ionospheric F-region at solar maximum. In particular, for this 
condition the 133.5 nm irradiance shows the best correlation with both neutral and plasma density. 

Futures lines of work are: analyze other years (to have a complete estimate of the solar cycle dependences), and 
include an error budget associated with the correlation analysis. 
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Abstract

In the Earth’s outer electron radiation belt, the role of in-situ wave-particle resonance has recently been recognized as
critical in controlling the belt dynamics, with whistler-mode chorus waves now considered the most likely candidate
for energizing electrons up to MeV energies. In the past, due to the constraint of wave measurements (e.g. CRRES,
PWE), previous studies often relied upon the cold plasma dispersion relation in order to calculate the wave magnetic
field from the wave electric field. Given that the energy diffusion rates scale with the magnetic field intensity, and
the assumptions used to obtain this parameter were untested, their conclusions can not be determinative. Recently,
equipped with comprehensive wave and plasma instruments, the successfully launched Van Allen Probes mission
provides an unprecedented opportunity to comprehensively explore this issue. Results from this study indicate that
using the cold plasma dispersion relation can lead to large overestimates (up to three orders of magnitude) of the
magnetic field wave intensity, with the largest overestimates occurring during periods of low geomagnetic activity.
More importantly, during high geomagnetic activity, underestimates of the wave intensity are increasingly likely to
occur. Additionally, the cold plasma dispersion relation appears to yield more accurate results when applied to lower
band chorus than when applied to upper band chorus.

Keywords:

1. Introduction

Relativistic electron fluxes in the outer radiation belt (3 < L < 7) are highly dynamic during periods with enhanced
geomagnetic activity (e.g. Onsager et al., (2002); Green et al., (2004); Borovsky and Denton (2009)). This variability
is driven by an imbalance between source, loss and transport mechanisms, each of which may become enhanced during
geomagnetic storms (e.g. Reeves et al., (2003); Liemohn and Chan (2007); Morley et al., (2010)). Understanding
these competing processes is of paramount importance due to the serious hazards that relativistic electrons can pose
to hardware in space.

Previous studies have indicated that enhancements of energetic electrons in the outer radiation belt are driven by
acceleration processes within the magnetosphere (e.g. Li et al., (1997)). It is well established that radial diffusion,
which violates the third adiabatic invariant of particle motion, can transport electrons inwards and therefore increase
their energy (e.g. Schulz and Lanzerotti (1974); Friedel et al., (2002)). This type of acceleration would need positive
gradients in the phase space density vs. L-shell profile inwards of the source region, however, studies have shown
local maxima in the phase space density profiles between 4 < L < 5 (e.g. Green and Kivelson (2004); Chen et al.
(2007); Reeves et al., (2003)). This demonstrates the dominance of local acceleration mechanisms, which violate
either the first or second adiabatic invariants of particle motion, such as wave-particle interactions.
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Resonance with whistler-mode chorus waves are widely considered to be the most likely process for local accel-
eration of electrons up to MeV energies (Thorne, 2010). Chorus waves typically occur in two bands, lower and upper,
separated by half of the electron gyrofrequency. Electron interactions with this type of wave have been the topic of
several studies (e.g. Horne and Thorne (2003); Meredith et al., (2003a); Li et al., (2009a,b)), however, due to the
limited availability of in-situ wave data, untested assumptions were often employed and thus their conclusions are not
determinative, until the recent successful launch of Van Allen Probes.

2. Background

Due to the Combined Release and Radiation Effects Satellite’s (CRRES) equatorial orbit across the radiation belts
and it’s wave instrumentation, previous studies often used this data to investigate the importance of the role that chorus
waves in play radiation belt dynamics, more specifically, the acceleration of electrons to MeV energies (e.g. Meredith
et al., (2003a,b, 2012)). The plasma wave instrumentation from CRRES measured electric fields in the frequency
range 5.6 Hz to 400 kHz, however no magnetic field wave measurements were available (Anderson et al.,, 1992).
Given that the primary purpose of these investigations was to investigate the energization of radiation belt electrons,
and the energy diffusion rates scale with the magnetic field intensity (Summers and Ma, 2000), it was required to
convert the electric field spectral intensities (as measured by CRRES) to magnetic field spectral intensities. This was
done using the expression

S B =
1
c2

1 − f 2
pe

f ( f − fce)

 S E (1)

derived from Maxwells third equation, and assuming a cold plasma dispersion relation for parallel propagating
whistler mode waves (Meredith et al.,, 2004). S B and S E are the magnetic and electric field spectral intensities
respectively, c is the speed of light, f is the wave frequency, fpe is the electron plasma frequency and fce is the electron
gyrofrequency. The validity of these assumptions was untested when employed in previous studies, but with the
comprehensive wave instrumentation aboard the Van Allen Probes mission, it is now possible to test how successful
these assumptions are when used in calculating the magnetic field spectral intensity and wave intensity.

3. Methodology

The EMFISIS instrument suite onboard the Van Allen Probes (Kletzing et al., 2013) measures both electric and
magnetic field spectral intensities across the chorus wave frequency range. Comparing the measured magnetic field
spectral intensity with the magnetic field spectral intensity calculated using the measured electric field spectral inten-
sity and Equation 1, should definitively determine the accuracy of the assumptions used in previous studies. Equation
1 requires the electron gyrofrequency as an input parameter, which is easily calculated using the expression

fce =
eB

2πme
(2)

where e is the elementary charge, B is the magnetic field magnitude measured by the Van Allen Probes and me

is the electron mass. Therefore, the only unknown parameter in Equation 1 is the plasma frequency, fpe. Ideally, it
would be possible to use the measured electron plasma density from the HOPE instrument on the Van Allen Probes to
calculate the plasma frequency using the relation shown in Equation 3 (with the plasma frequency, fpe, in Hz and the
plasma density, ne, in m−3), however this data is currently unavailable and therefore a different approach is employed.

fpe = 8.97
√

ne (3)

It is possible to solve Equation 1 in the frequency range 0.1 to 0.9 fce (as well as 0.1 to 0.5 fce and 0.5 to 0.9 fce for
lower and upper band chorus respectively) for the plasma frequency, yielding a set of results at each time increment
as a function of the measured wave frequencies, fpe( f ). Taking the median of fpe( f ) (less sensitive than the mean to
extreme outliers) for each time step provides the plasma frequency that can be used in Equation 1 when calculating the
wave magnetic spectral intensity from the electric field wave intensity. The magnetic field wave intensity can then be

2
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calculated by integrating the spectral intensity between 0.1 and 0.9 fce for the entire band, and between 0.1 and 0.5 fce

and 0.5 and 0.9 fce for the lower and upper band respectively. Some of the measured frequency bands are removed due
to increased noise levels (visible in Figure 1 centered around 2kHz and 4kHz). Several time periods were selected, as
listed in Table 1, in order to perform a statistical study to investigate the accuracy of using the cold plasma dispersion
relation to calculate the magnetic field spectral intensity and wave intensity across a range of conditions.

Date Start Time (UT) End Time (UT) Activity Levels

October 7, 2012 6:00 11:00 Low
October 9, 2012 3:00 8:00 High

December 6, 2012 3:00 8:00 Low
December 10, 2012 6:00 10:00 Moderate
December 16, 2012 6:00 10:00 High
December 17, 2012 8:00 14:00 High
December 17, 2012 17:00 22:00 Low
December 20, 2012 8:00 12:00 High
December 23, 2012 8:00 13:00 Moderate

Table 1: List of time periods used in statistical study. High activity means that chorus waves are readily apparent during the listed time period,
moderate activity means that there is some level of activity although it is not obviously chorus waves, and low activity means that there was very
little wave activity during the listed time period.

Several parameter studies were conduction. In addition to studying the accuracy of the cold plasma dispersion
relation for the lower and upper bands of chorus waves, we also investigate the dayside/nightside variation. Since
returning from Los Alamos, using all of the Van Allen Probe A data to date, we also study the variation with geomag-
netic activity (Dst Index) and local time for lower band chorus waves only (since relativistic electrons interact most
readily with lower band chorus (Horne and Thorne, 1998)). This is done by sorting the measurements in to 1-hour
magnetic local time (MLT) bins, as well as sorting in three Dst Index bins; minor activity being greater than -20 nT,
moderate activity being between -20 nT and -50 nT and high activity being less than -50 nT. We then take the mean
of the values in each bin.

4. Results

Figure 1 shows the magnetic field spectral intensity for chorus waves as measured by Van Allen Probe A, the
magnetic field spectral intensity as calculated using the methodology described above, as well as the logarithm of the
ratio between the two (observed/calculated) for a four-hour period on December 17, 2012 where chorus activity is
easily observable. The solid black line indicates half of the electron gyrofrequency, and the lower (upper) envelope is
for 0.1 (0.9) fce. The highest intensity of chorus waves occurs between 9 and 10 UT, which is when the logarithm of
the ratio across the entire frequency band is closest to zero (calculated spectral intensity is closest to observed spectral
intensity). After this time, between 10 and 12:30 UT, near to half of the electron gyrofrequency, the calculated spectral
intensity is around two orders of magnitude greater than the measured value from Van Allen Probe A. During the same
time period, at frequencies closer to 0.1 and 0.9 fce, the ratio is closer to zero, or greater than zero, indicating that the
calculated spectral intensity is similar or greater than the observed value. From 12:30 UT, until the end of the period
of interest at 14 UT, there is relatively low wave activity and the observed and calculated spectral intensities appear
to match quite well (except for an increase in activity centered around 13 UT in the calculated magnetic field spectral
intensity).

Figure 2 displays the power spectral density, both observed and calculated, for two specific instances of time
(indicated by the vertical pink and red lines on Figure 1). The first instance of time, 09:03:05 on December 17, 2012
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Figure 1: (Top to Bottom) The magnetic field spectral intensity as measured by Van Allen Probe A, the magnetic field spectral intensity as calculated
using the methodology described above, the logarithm of the ratio between the two (observed/calculated) for a six-hour period on December 17,
2012 where chorus activity is easily observable. The solid black line indicates half of the electron gyrofrequency. The pink and red lines indicate
the times of Figure 2, panel (a) and (b) respectively.
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Figure 2: (Top) The observed and calculated magnetic field power spectral density as a function of frequency at 09:03:05 on December 17, 2012
(shown by the pink vertical line in Figure 1). (Bottom) The observed and magnetic field power spectral density as a function of frequency at
11:24:05 on December 17, 2012 (shown by the red vertical line in Figure 1).

(pink line), displays a time where using the cold plasma dispersion relation quite accurately calculates the magnetic
field power spectral density between 0.1 and 0.9 fce. Both upper and lower band chorus waves are apparent during this
period with a gap between the two at approximately half of the electron gyrofrequency. The second instance of time,
11:24:05 on December 17, 2012 (red line), displays a time where there is very little activity in the observed magnetic
field power spectral density, with no signature of chorus waves. However, the calculated quantity exhibits a peak
centered around half of the electron gyrofrequency. This discrepancy will certainly affect the calculated magnetic
field wave intensity, leading to a large overestimate of this quantity at this time.

The top panel of Figure 3 shows both the observed and calculated magnetic field wave intensity (integral of the
power spectral density between 0.1 and 0.9 fce), for the periods of time listed in Table 1, with the color indicating the
logarithm of the number of occurrences in each bin. In this way, distributions of calculated magnetic wave intensities
for a given observed magnetic wave intensity can be clearly seen. It is apparent that for the vast majority of the
time periods studied, the calculated magnetic field wave intensity is greater than that observed by Van Allen Probe
A. These overestimates appear largest during periods where the observed magnetic field wave intensity is low. The
vertical feature at very low observed wave intensities may be due to the magnetic field instrument’s background noise
level. At times where the observed magnetic field wave intensity is elevated (>10−3 nT2) the higher density of points
appears below the line of equality; the observed magnetic field wave intensity is greater than that calculated using
the cold plasma dispersion relation. The data are then sorted between day/night side and between upper/lower band
chorus frequencies in order to study as to whether using the cold plasma dispersion relation to calculate magnetic
field power spectral densities, and thus wave intensities, is more accurate at given local times or frequency bands. The
bottom four panels of Figure 3 displays the same quantities as the top panel of Figure 3, after this sorting in MLT
and frequency has taken place. Initially, just comparing between upper and lower band chorus, it is apparent that a
much higher density of points lie near the line of equality for lower band chorus than for upper band chorus. For both
upper and lower band, the majority of the calculated wave intensities are greater than those observed by Van Allen
Probe A, with the largest overestimates occurring for upper band chorus. When comparing between the dayside and
the nightside, it is apparent that there are a much higher number of observations on the nightside than the dayside.
This is due to the orbit of Van Allen Probe A, which moves into the pre-dawn sector in December 2012. While there
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is certainly less spread from the line of equality for the dayside when compared to the nightside, there are much fewer
data points. It is therefore unclear as to whether this result is significant without examining more data.

Figure 4 displays the magnetic field wave intensity, both observed and calculated, in addition to the logarithm
of the ratio between the two (observed/calculated) for lower band chorus waves for all available Van Allen Probe A
data from the mission so far (September 8, 2012 to August 10, 2013). Data is sorted by magnetic local time (MLT)
and L-shell in 1-hour local time bins and in 0.1 L-shell bins. Data is also sorted by geomagnetic activity levels (as
indicated by the Dst index) in three bins; minor activity (Dst >-20 nT), moderate activity (-20 nT >Dst >-50 nT)
and high activity (Dst <-50 nT). The mean is taken of the data in each bin in order to obtain the average lower-band
chorus intensities as a function of geomagnetic activity, L-shell and MLT. This process is performed for both the
observed magnetic field wave intensity from Van Allen Probe A and the magnetic field wave intensity calculated
using the cold plasma dispersion relation. As in Meredith et al., [2003] who used the AE-Index to investigate the
substorm dependence of lower band chorus magnetic field wave intensities as a function of L-shell and MLT, during
low geomagnetic activity we see the strongest wave intensities in the dawn sector. The wave intensities increase in
magnitude and cover a broader range of MLT as geomagnetic activity increases (AE or Dst), with the maximum wave
intensities occurring during high geomagnetic activity. Comparing between observed and calculated wave intensities
it is apparent that, as with the selected events in Table 1, the majority of calculated wave intensities are greater than
those observed, with the largest overestimates occurring during low geomagnetic activity. When geomagnetic activity
is elevated, the number of large overestimates decreases. During high geomagnetic activity there are periods where
the calculated magnetic field wave intensity is less than that observed by Van Allen Probe A, this does not appear to
occur during periods of low geomagnetic activity. Also, outside L ∼ 4, the calculated wave intensities appear to most
closely match those observed, with the logarithm of the ratio between the two being closest to zero. Chorus waves
are not typically observed inside the 18-21 MLT sector, it is therefore thought that the higher ratios in this region may
arise from background noise. A more thorough analysis of the MLT dependence will be possible in the future, once
the Van Allen Probe data set is more comprehensive.
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Figure 3: (Top) A plot showing how the observed wave intensity from Van Allen Probe A compares with that calculated using the cold plasma
dispersion relation. The color indicates the number of occurrences in each bin. (Bottom 4 panels) The same quantities as shown above but split
into Lower Band and Upper Band Chorus, and day and night-side. The color still indicates the number of occurrences in each bin.
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Figure 4: The local time and geomagnetic activity dependence of the observed and calculated magnetic field wave intensity. Top three panels show
the magnetic field wave intensity as measured by Van Allen Probes A. Middle three panels show the magnetic field wave intensity as calculated
using the cold plasma dispersion relation. Bottom three panels show the logarithm of the ratio between the calculated and observed magnetic field
wave intensity. The columns show how the calculated and observed magnetic field wave intensity vary with geomagnetic activity; (left) Dst > -20
nT, (center) -20 nT > Dst > -50 nT, (right) Dst < - 50 nT.
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5. Summary and Conclusions

This study aims to test the validity of using the cold plasma dispersion relation to convert electric field spectral
intensities to magnetic field spectral intensities and thus wave intensities (i.e. Meredith et al., [2003a; 2003b; 2004]).
The results indicate that some of the time, this technique yields results that closely match observations. However, a
significant amount of observations of magnetic field wave intensities were much lower than those calculated using
the cold plasma dispersion relation. The largest overestimates of the magnetic field wave intensity occur when the
observed wave intensity is low. In order to establish what conditions cause low wave intensity, and therefore large
overestimates of the calculated wave intensity using the cold plasma dispersion relation, we investigate the effect of
MLT and geomagnetic activity variations. The results indicate that the largest overestimates of the magnetic field
wave intensity occur at low L shell (L <4) in the early morning sector (0-6 LT) during low to moderate geomagnetic
activity (Dst >-50 nT). The magnetic field wave intensities calculated using the cold plasma dispersion relation appear
most accurate outside L ∼ 4. With increasing geomagnetic activity (decreasing Dst Index), the number of large
overestimates appears to decrease with more calculated magnetic field wave intensities closer matching those observed
by Van Allen Probe A. Additionally, with elevated geomagnetic activity, there are times where the calculated magnetic
field wave intensity is actually less than that observed by Van Allen Probe A, which does not appear to occur during
periods of low geomagnetic activity.

In conclusion:

1. The cold plasma dispersion relation appears more accurate when applied to Lower Band Chorus than Upper
Band Chorus.

2. Using the cold plasma dispersion relation to calculate the magnetic field wave intensity from the electric field
wave intensity can lead to large overestimates, particularly during low geomagnetic activity (low wave inten-
sity). However, from the radiation belt dynamic perspective, this is not a critical issue given that we are more
interested in periods with intensive chorus waves.

3. Using the cold plasma dispersion relation typically leads to overestimates of the Lower Band wave intensity
below observed wave intensities of ∼ 10−3 nT2 and typically underestimates wave intensities above observed
wave intensities of ∼ 10−3 nT2. This means that empirical wave models based upon CRRES data may tend to
underestimate chorus waves during high geomagnetic activity category, and thus lead to underestimate of their
effects on MeV electrons in diffusive models.

4. Using the cold plasma dispersion relation seems to almost always lead to overestimates of Upper Band Chorus
wave intensity.

5. Not comprehensive enough MLT coverage for thorough local time comparison; will be possible as more Van
Allen Probes data becomes available.
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Abstract

A three-dimensional (3D) particle-in-cell (PIC) simulation of whistler turbulence is carried out for a collisionless,
homogeneous, magnetized plasma. The simulation is initialized with an anisotropic electron velocity distribution such
that Te⊥/Te‖ > 1. Such a condition is conducive to the generation of the so called whistler anisotropy instability. Here
⊥ and ‖ denote directions relative to the background magnetic field B0. The wavevector range of the initial magnetic
fluctuations generated by the instability are in good agreement with those predicted by linear theory, with a narrowband
spectra and a peak in fluctuation energy near kc/ωe ' 1 and k × B0 = 0. These initial fluctuations have a preferential
tendency to propagate along the magnetic field lines. As the simulation progresses and the instability saturates the
initial fluctuation energy splits into three wavevector zones. The bulk of the fluctuation energy remains near the initial
instability region. A second zone is formed by a transfer of energy from the initial region to larger wavevectors,
indicative of a forward cascade. A third zone is formed by a transfer of energy to much smaller wavevectors. This is
a region of particular interest as this indicates the occurrence of an inverse cascade of energy. The fluctuations in the
inverse cascade region have a preferential tendency to propagate across magnetic field lines.

Keywords: Whistler Turbulence, Solar Wind, Plasma

1. Introduction

The energy contained in the solar wind is pervasive. The exact configuration of that energy has significant impli-
cations regarding how the solar wind interacts with the near-earth space environment and, by extension, the impact
the solar wind has on our space-based, and even ground-based, assets. This energy is primarily stored in two forms.
The first is in the form of electromagnetic fields, which can be categorized as static fields and fluctuating fields. The
second form is in the kinetic energies of the individual charged particles which make up the solar wind. Energy can
be transfered between these two forms.

An important mode of interaction between fields and particles is through waves. A variety of waves at various
frequencies can propagate through a tenuous plasma such as the solar wind. A large collection of overlapping waves
which propagate with differing frequencies and in varying directions is referred to as turbulence. Solar wind turbulence
is extremely complex as its generation and evolution depends on interactions, not only between individual particles
and waves, but also between the waves themselves. Studying the behavior of solar wind turbulence is worthwhile,
however, as it provides insight into how the energy in the solar wind is distributed, and how that distribution changes
over time.
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2. Background

Many previous studies of solar wind turbulence suggest that as the waves are subjected to interactions, the aver-
age wavelength in the spectrum continues to decrease until a point is reached where nonlinear processes cause the
electromagnetic energy to dissipate resulting in heating of the medium (Zhou et al., 2004). This process is known
as a forward cascade. Some numerical studies utilizing electron magnetohydrodynamic (EMHD) models (Wareing
and Hollerbach, 2010) have suggested that the opposite process is also possible. That is, waves of initially short
wavelength interact in such a way as to form new waves with increased wavelengths. This process is known as an
inverse cascade. The discovery that such processes do exist in nature would alter our understanding of how energy in
the solar wind is distributed and how it reconfigures over time.

One type of wave which is suspected to play an important role in solar wind dynamics is the whistler wave.
Whistler waves possess frequencies on the order of 1 KHz, and wavelengths on the order of the electron inertial
length, c/ωe, where ωe is the electron plasma frequency. Whistler wave dynamics occur on time scales comparable
with the electron cyclotron frequency, Ωe. For this reason these waves primarily interact with the lightweight electron
population of the plasma, while the relatively large inertia of the ions prevents noticeable perturbations in the ion
population over the time period of interest.

Previous work has been conducted on simulating the behavior of whistler turbulence by using the Particle-in-Cell
(PIC) method (Chang et al., 2011) (Chang et al., 2013). These studies have taken the approach of beginning with
a pre-loaded set of relatively long wavelength whistler waves with wavevector components isotropically distributed
perpendicular and parallel to a steady state background magnetic field. The simulation then proceeds and the evolution
of the whistler turbulence is inferred by observing the changes in the wavevector power spectrum. Such simulations
have consistently resulted in a forward cascade of fluctuation energy, preferentially in directions perpendicular to the
background magnetic field.

The goal of this current work is, as in previous studies, to use the PIC method to investigate how whistler turbulence
evolves in a tenuous magnetized plasma. In this case, however, the whistler turbulence is introduced into the system
in a more natural way. Rather than artificially loading whistler waves into the system at pre-selected wavelengths,
a temperature anisotropy in the electron population Te⊥/Te‖ > 1 is imposed. This temperature anisotropy results in
the so called whistler anisotropy instability which, as the name suggests, produces a turbulent spectrum of whistler
waves. Therefore, in the case of this study the whistler waves are self-generated by the simulation with properties
naturally determined by the generation process. The simulation then proceeds and the evolution of the initial whistler
turbulence spectrum is observed.

3. Methodology

In this study a full particle relativistic electromagnetic PIC code is employed on a three dimensional domain with
periodic boundary conditions to simulate a collisionless, homogeneous plasma. As described in (Wang et al., 1995),
plasma particles are pushed using a standard relativistic particle algorithm, currents are deposited using a rigorous
charge conservation scheme, and the self-consistent electromagnetic field is solved using a local finite difference time
domain solution to the full Maxwell’s equations. The domain contains 1024 cells in each dimension with a grid
spacing of 0.10c/ωe. Both ions (protons) and electrons are simulated as macro-particles with a realistic mass ratio
mi/me = 1836. The number of electrons per cell is 48 while the number of ions per cell is 16. The ions are weighted
with a larger charge such that the system remains quasi-neutral. This is done in order to increase the electron resolution
without additional computational expense.

The electrons are initialized with a thermal velocity vte = 0.1c, and the ions with a thermal velocity such that
Ti/Te‖ = 1.0. The electron temperature anisotropy is set to Te⊥/Te‖ = 3.0. This value was selected as it surpasses
the threshold value, predicted by linear theory, required for instability onset to occur while remaining small enough
to be representative of a value that could be reached in the solar wind. A background magnetic field is imposed along
the z direction such that ωe/Ωe =

√
5 and βe‖ = 0.1. As the field is directed along the z direction, a subscript ‖ is

synonymous with z. The simulation time step is ∆t = 0.05ωe.
The output of the simulation provides the fluctuation magnetic energy components in the x, y and z directions at

regular time intervals. From this information the wavevector power spectrum |δB(k)|2 is calculated. The two dimen-
sional power spectrum is defined as the spectrum obtained by summing the fluctuation power over one dimension.
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That is, for example
|δB(k‖, ky)|2 ≡ Σkx |δB(k)|2 (1)

The wavevector anisotropy angle θB is a measure of the amount of energy contained in wavevector components
perpendicular to the magnetic field relative to the amount contained in wavevector components parallel to the mag-
netic field. This provides a means of quantifying the preferential direction of magnetic fluctuations relative to the
background magnetic field. The wavevector anisotropy factor is defined as

tan2θB ≡
Σk k2

⊥|δB(k)|2

Σk k2
‖
|δB(k)|2

(2)

4. Results

Figure 1 shows the time histories of key properties of the system. In panel (a) the magnetic fluctuation energy
density as a function of time is displayed. Panel (b) shows the evolution of the electron parallel and perpendicular
temperatures as well as the electron temperature anisotropy. The initial state of the system possesses nearly zero
fluctuation energy. As the instability takes hold electromagnetic waves are generated and system energy is transfered
into the form of magnetic field fluctuations. The increase in fluctuation energy at early times is exponential and the
fluctuations reach a maximum amplitude at t ≈475ωe. During this time the temperature anisotropy sees a significant
drop as electrons are heated parallel to the background magnetic field. As the temperature anisotropy drops, the
instability can no longer sustain itself and the magnetic fluctuation magnitude saturates. Late times show a steady
decrease in the temperature ratio as the electrons continue to gain thermal energy in the parallel direction and lose
energy in perpendicular directions. The fluctuation energy also decreases during this period as the waves are subjected
to Landau damping.

Figure 1: (a) The normalized fluctuating magnetic field energy density (b) the electron temperature anisotropy and the normalized parallel and
perpendicular electron temperature as functions of time.

Figure 2: The normalized electron velocity distribution contours reduced to ve⊥ vs ve‖ at four times.

3
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The change in the distribution of electron thermal velocity can be seen in figure 2. In this figure the contours
represent the fraction of electrons with given parallel and perpendicular velocity components. The initial state is
clearly bi-Maxwellian, and takes the form of an ellipse in velocity space. The temperature anisotropy is seen by the
larger spread in velocities in the perpendicular direction. As the simulation proceeds electrons are scattered primarily
from the region near |ve| = 0. As the peak in this region is reduced the electron population becomes thermalized. The
distribution of velocities attempts to become circular in order to move the system towards equilibrium. In this effort,
however, electrons with near zero perpendicular velocities are more rapidly scattered to high parallel velocities and
the distribution assumes a distorted circular shape. This is explained by panel (b) of figure 1. As the perpendicular
temperatures decrease and the parallel temperatures increase, the electrons with minimal perpendicular temperature
stand to gain the most energy.

The distribution of energy among the magnetic waves that compose the turbulence is presented in figure 3. Here
the spectrum of magnetic fluctuation power at wavevector components perpendicular and parallel to the background
magnetic field is shown. Panel (a) shows the power spectrum reduced along one of the principal perpendicular
directions, and panel (b) shows the power spectrum reduced along the parallel direction. From panel (b) it can be
seen that there is no tendency for waves to propagate in any particular perpendicular direction. The fluctuations are
gyrotropic with a mean fluctuation energy at a perpendicular wavenumber of zero. This primarily provides a sanity
check on the simulation. As the system is initialized with a gyrotropic velocity distribution, there is no reason for the
fluctuations to deviate from this gyrotropic state.

Figure 3: Reduced wavevector magnetic fluctuation energy spectra |δB|2 at four times. (a) k‖c/ωe vs kyc/ωe (b) kyc/ωe vs kxc/ωe

Panel (a) shows how the energy is distributed amongst parallel directed waves. The onset of the instability con-
centrates fluctuation growth near |k‖c/ωe| ' 1 with a mean perpendicular wavevector component of zero. This is in
agreement with linear theory of whistler waves which predicts wave growth in this range of wavevectors for the given
temperature anisotropy magnitude. The second frame is taken at the time of maximum fluctuation energy. The power
in the initial region has continued to increase. However a new region has begun to form at |k‖c/ωe| < 0.5. As insta-
bility growth has subsided by this point in time, the newly formed region is interpreted as the outcome of a transfer
of energy from the primary region, an inverse cascade of energy. While, in this region, the maximum wavenumber in
the parallel direction had drastically decreased, there is only a slight decrease in the maximum magnitude of the per-
pendicular wavenumber, which indicates an enhanced preference to propagate across the background magnetic field
lines. At later times, the turbulence has begun to dampen, however the inverse cascade region has grown larger, with
a stronger concentration of energy at the smallest parallel wavenumbers that the simulation can resolve. Also, a third
region has begun to form at parallel wavenumbers larger than those of the primary region, indicating the presence of
a forward cascade. At the latest times, the fluctuations have been significantly dampened. In particular, the energy in
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the forward cascade region has reduced to nearly zero. The inverse cascade region is still present, and the energy in
this region has all shifted to the smallest resolvable parallel wavenumbers.

To gain a greater understanding of the behavior of the three spectral regions, the fluctuation energy contained in
each region has been plotted against time in panel (a) of figure 4. The primary region, as would be expected, exhibits
an early and rapid increase in fluctuation energy, and maintains the overwhelming majority of the energy at all later
times. Both the forward and inverse cascade regions do not show any signs of significant growth until the primary
region has nearly saturated. This again illustrates that these two regions are in fact the direct result of an energy
transfer from the primary region. The cascaded regions both reach their energy peaks shortly after the primary region,
at which point the forward cascade region exhibits rapid damping and dissipates to below the background noise level
at a time of approximately 1200ωe. The inverse cascade region experiences minimal damping rates, comparable to
those of the primary region.

Figure 4: Simulation results as functions of time summed over 0 < |k‖c/ωe | < 0.5 (blue lines), summed over 0.5 ≤ |k‖c/ωe | < 1.30 (green lines),
and summed over 1.30 ≤ |k‖c/ωe | ≤ 2.0 (red lines). (a) Magnetic fluctuation energy (b) Magnetic fluctuation wavevector anisotropy factor tan2(θB).

Panel (b) of figure 4 follows the fluctuation anisotropy factor over time. At intermediate wavelengths (0.5 ≤
k‖c/ωe < 1.3), the primary spectral contribution is due to growth of the whistler instability with maximum growth
at k × B0 = 0, so k⊥ << k‖. At long wavelengths (k‖c/ωe < 0.5), the primary spectral contribution is due to the
inverse cascade which, as is clear from Figure 3, corresponds to substantial decreases in k‖ without significant change
in k⊥ leading to k⊥ >> k‖. At late times, the anisotropy factor in this region continues to grow. As the damping
is mild, this implies that the energy continues to cascade to smaller and smaller k‖, where it accumulates near the
smallest k‖ the system can resolve. At short wavelengths (1.3 ≤ k‖c/ωe ≤ 2), the primary spectral contribution is due
to the forward cascade which, again, yields no important changes in k⊥ but, in contrast, increases k‖, reinforcing the
k⊥ << k‖ condition of the intermediate wavelength regime.

5. Conclusion

The generation and evolution of a narrow band spectrum of whistler turbulence has been simulated and analyzed.
The means of turbulence generation was via the whistler temperature anisotropy instability, with an electron temper-
ature ratio Te⊥/Te‖ = 3. At early simulation times the magnetic energy fluctuation spectrum was in good agreement
with what would be expected from linear theory. As time progressed, non-linear interactions between waves and parti-
cles took hold resulting in a cascade of fluctuation energy from the primary instability region (in wavenumber space).
Fluctuation energy began to decrease by effect of Landau damping, which resulted in the heating of the electron
population in directions parallel to the background magnetic field.

Many numerical kinetic studies, employing alternative techniques of turbulence generation, have come to similar
conclusions. The interesting result here is that, not only did this spectrum of whistler turbulence exhibit a forward
cascade to shorter wavelengths, but it also exhibited an inverse cascade of fluctuation energy towards the smallest
parallel wavenumbers that could be resolved. An important difference between the configuration here and those
of past studies, (Chang et al., 2011) in particular, is that of the range of initial wavevector magnitudes. In those
studies, the selected initial whistler modes were the few smallest values that the system could resolve. This means
that only a forward cascade could be observed. In the case of this work, the initial fluctuations were at a wavenumber

5
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kc/ωe ' 1 and displayed a strong parallel fluctuation anisotropy. This provided room in wavenumber space for an
inverse cascade to be observed. The energy distribution in the inverse cascade region was that of having a strong
perpendicular fluctuation anisotropy, which agrees with the results of (Chang et al., 2011), where the entire spectrum
was centered at very small wavenumbers. This begs the question, if an inverse cascade can occur in nature, how likely
is it to occur. Furthermore, between the forward and inverse cascade, which mechanism dominates the dynamics of
solar wind turbulence and ultimately dictates the configuration of energy in the solar wind.
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Abstract 

 

The role of nonlinear feedback associated with the spatial configuration of the hot ions in the inner magnetosphere 

was examined during an intense geomagnetic storm that occurred on June, 1, 2013. This examination was conducted 

using the Van Allen Storm Probe data. HOPE proton fluxes in the 1-40 keV range were used to identify the peak in 

plasma pressure. Both Van Allen Storm Probe EMFISIS data and IGRF magnetic field model data were used to 

investigate the magnetic field perturbation in terms of the pressure peak. The EFW instrument was used to 

investigate the electric field perturbations linked to the peak in plasma pressure. Approaching Apogee, the Van 

Allen Probes takes up to an hour to pass through a pressure peak. Therefore, to remove the high-frequency 

oscillations the electric field was averaged over several minutes, revealing the longer perturbations related to the 

pressure peak. While the fluxes indicate that the satellite is passing through a peak in pressure, the magnetic field 

perturbation shows the location pressure extrema relative to the location of the spacecraft. The results are used to 

test the theory that an azimuthally localized pressure peak should create a systematic and predictable small-scale 

reconfiguration of the electric field.  The reconfiguration of the electric field is caused by the field –aligned currents 

near each end of the high-pressure region closing through ionospheric Pedersen currents. The magnitude of this 

reconfigurations, relative to the expected dawn-dusk electric field within the magnetosphere, indicates the intensity 

of the nonlinear feedback. 

Keywords: Inner magnetosphere, Electric fields, Ring current 

1. Introduction 

Space weather is a term used to describe both the state of the near-Earth space environment and its effect on 

humanity. Space weather forecasting is important because the effects of geomagnetic disturbances on life and 

technology can be significant. The reliability of space weather forecasting depends on a combination of data and 

models to explain the physical phenomena and safeguard global economic investments. Predicting the response to 

space weather events will protect satellites, power grids, and the health of individuals.  

One extreme example of the potential of space weather to affect human life is the Hydro Quebec blackout. The 

event resulted from a large geomagnetic storm that occurred in March of 1989. Hydro Quebec’s electric 

transmission system collapsed in less than two minutes. This caused the transformers to draw a tremendous surge in 

reactive power from the grid, which in turn led to the long high voltage lines to carry far less than load and left six 

million people without power [Czeck et al., 1992]. 

All geomagnetic storms start with activity on the Sun such as solar flares. The solar activity then causes 

propagation of magnetized plasma structures in the solar wind. The solar wind flow then interacts with the Earth’s 

magnetosphere and produces a disturbance in near-Earth space [Gonzalez et al, 1994]. During a disturbance, 

particles are convected earthward from the tail of the magnetosphere. This convection causes a region of high 

particle pressure centered at local midnight. The region of high particle pressure then extends towards dusk by 
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gradient curvature drifting particles. Near the furthest extending magnetic local time (MLT) ends of this high-

pressure region, field aligned currents (FAC) extent into and out of the ionosphere. These FAC change the electric 

potential causing a peak and well. These potential peaks and wells then cause localized electric fields. The localized 

electric fields and the Earth’s internal magnetic field then cause the particles to ExB drift around the FAC regions. 

This process was described in Liemohn et al., [2008] using the cartoon shown in Figure 1.  In this figure the high 

particle pressure region is described in light blue, the FAC regions are shown in dark blue, the electric fields are 

designated by green arrows, the ExB drift is presented as dashed arrows, and the internal magnetic field is assumed 

to point out of the page. 

To better understand this theoretical model of inner magnetosphere dynamics, assume that the high particle 

pressure region in Figure 1 is rotated so that it is centered at local midnight. Flying a satellite through the middle of 

this idealized model would produce the idealized results shown in Figure 2. This figure shows the idealized pressure, 

electric field, and magnetic perturbation from a satellite cutting through the center of the pressure peak. The 

normalized y-component of the electric field from the cross tail potential drop is reversed locally (in the high 

pressure region). The red and blue curves in Figure 2 show what the decrease is expected to look like for weak and 

strong non-linear feedback. The decrease may be just a small perturbation on the cross tail field or the perturbation 

might be a complete reversal of the cross tail field.  

A satellite flying through the edge of the high-pressure region of the theoretical model would be expected to see 

the reversed Ey perturbation to that shown in Figure 2. The cross-tail Ey would be enhanced depending on the 

spacecraft’s location relative to the potential extrema and the level of nonlinear feedback. The result might be a 

weak or significant increase in the dawn-dusk field. 

A satellite flying through the FAC regions would be expected to undergo a systematic twist in Ey as the Ey is 

deflected in the x-direction. The deflection would begin in one direction and then switch to the other. 

If the high-pressure region is not centered at midnight all of these relationships are rotated. The feedback 

electric field no longer aligns with the cross-tail electric field. But we can still draw a simple picture similar to 

Figure 2. The magnetic perturbation in the z-direction should be related to the pressure (and current). The idealized 

normalization is shown in Figure 2 (internal field removed). The shape and magnitude of this perturbation should be 

largest at the pressure peak. This perturbation should ultimately tell us something about the types of currents flowing 

nearby. 

The hazard posed by geomagnetic disturbances has led scientists to develop several important models used to 

study and predict space weather effects. In this study, we compare the theoretical model of inner magnetospheric 

behavior to measurements from the Van Allen Storm Probes. The comparison is then used to assess the role of 

nonlinear feedback associated with the spatial configuration of the hot ions in the inner magnetosphere during an 

intense geomagnetic storm. 

2. Data 

The study of space weather requires several regional data sets and indices to characterize the state of the 

magnetosphere. A geomagnetic storm can be defined using the decrease in the north-south component (H) of the 

terrestrial magnetosphere at low to middle latitudes [Iyemori, 1990]. These events are attributed to solar wind driven 

particle injection into the inner magnetosphere that causes intensification of near Earth space currents. The hour 

average of four low-to-middle latitude magnetometers, approximately equally spaced in local time, is used to 

calculate the disturbance storm time index (Dst). This index is well correlated to solar wind parameters [e.g., Burton 

et al., 1975; O'Brien and McPherron, 2000] and the total energy content of the ring current [Dessler and Parker, 

1959; Sckopke, 1966; Greenspan and Hamilton, 2000; Turner et al., 2001; Liemohn and Kozyra, 2003; Jorgensen et 

al., 2004]. Thus, Dst is used to describe the magnetospheric response to changes in the solar wind [Gonzalez et al., 

1994]. Its evolution characterizes the progression of solar wind and geomagnetic activity. This relationship can be 

seen by considering the storm sudden commencement, which is identified by a rapid rise in Dst associated with a 

sharp increase in solar wind dynamic pressure. Furthermore, a large southward interplanetary magnetic field (IMF) 

is a critical element in driving the main phase of a disturbance, which is also reflected in Dst.  

The Van Allen Storm Probes provide measurements required to describe and quantify the plasma processes in 

the inner magnetosphere. The two Van Allen Probe spacecraft have nearly identical orbits with perigee ner 700 km 

and apogee near 5.8 RE. The probes in-situ measurements provide data about the particle flux for a large range of 

energies, the magnetic field, electric field, and more. In this study, we examine the particle flux using the Helium, 

Oxygen, Proton, and Electron (HOPE) mass spectrometer, which provides measurements over 1 eV to 50 keV 

energies. The magnetic field is examined using the Electric and Magnetic Field Instrument Suite and Integrated 

Science (EMFISIS) but the electric field data will be used from the Electric Field and Waves Suite (EFW). The 
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electric field data is smoothed using a moving average to remove high-resolution affects due to inner 

magnetospheric waves. 

3. Results 

In this study we want to compare the theoretical satellite data associated with the theoretical model of the inner 

magnetospheric dynamics with the actual measurements from the Van Allen Storm Probes during a moderate to 

intense geomagnetic event. The first step in this project was to find all of the storms that have occurred to date that 

overlap with the mission. This was done by searching for peaks in the Dst index less than -50 nT. The list of events 

was then filtered to find the storm in which the spacecraft was traveling through the region in which we would 

expect to see the pressure peak during the main phase of the storm. In particular, the best path for the spacecraft 

would have apogee near 18 MLT.  

The June 1, 2013 event was chosen for this project based on the spacecraft position, storm phase, and data 

availability. The Dst along with several observations from and the location of the Van Allen Storm Probe A are 

shown in Figure 3. The top two plots in Figure 3 show that from midnight to 0600 UT on June 1, 2013 the spacecraft 

was moving from the dusk side of the earth towards midnight local time and away from the planet. The bottom plot 

shows the Dst dropping to less than -100 nT during this time. The third plot shows the proton energy-flux 

spectrogram, which shows all energies along the spacecraft trajectory for this time. The fourth plot from the top 

shows the flux for three of the higher energy channels. The fifth, sixth, and seventh plots from the top of Figure 3 

show the measured and modeled magnetic field in the x, y, and z-directions. For the modeled magnetic field, we 

simply used the magnetic field data from the day before (-5 nT ≤ Dst ≤ 23 nT) at time with close mlt location. While 

this method is not perfect, it makes the quiet time range of the magnetic field for the spacecraft position obvious. 

The eighth plot from the top shows the two minute smoothed y-direction of the measured electric field. 

Throughout the main phase of the storm, the z and y-components of the terrestrial magnetic field are below the 

quit time value while the y-component is enhanced. Examination of the proton energy flux spectrogram and the 

three energy channels show several enhancements. The first enhancement is the most obvious. The enhancement 

begins at low energy (around 01:20 UT) then abruptly increased in all energies (around 01:48 UT).  Additional large 

enhancements in high energies occur around 02:20 UT, 03:10 UT, 05:15 UT, and 05:50 UT. During each of these 

times, the electric field is increased and then quickly drops significantly. This is consistent with what would be 

expected from a satellite flying through the FAC regions. That is, we see systematic twists in the y-component of the 

electric field as the field is deflected in the x-direction. 

4. Conclusions 

In this study we examined the spatial structure of hot ions in the inner magnetosphere during the intense 

geomagnetic storm that occurred on June 1, 2013 using Van Allen Storm Probe data. The date is particularly 

significant when considering this meant the data was about a month old at the time and not all of the instruments 

where providing data (or data in a reasonable coordinate system) that quickly. Throughout the study, I learned a lot 

about the satellite as well as the data quality, processing, and availability. While the work was often very frustrating, 

it was also very rewarding and I am very grateful for the opportunity.  

Using the June 1 storm we examined the localized electric field disturbance from the EFW instrument in 

relationship to the plasma pressure peak as identified by the HOPE fluxes as well as the magnetic field perturbations 

from EMFISIS. Near apogee, the Van Allen Probes take 30 to 60 minutes to traverse a ion flux peak. Therefore, the 

electric field was averaged over several minutes to remove the higher-frequency wave oscillations, revealing the 

loner baseline perturbations associated with the pressure peak. The y-component of the electric field was found to 

have a systematic sinusoidal perturbation. While the fluxes indicate that the satellite is passing through a pressure 

peak, the magnetic field perturbation reveals the spatial location of the pressure extrema relative to the spacecraft 

location. 

The electric field pattern relative to the location of the plasma pressure peak is in agreement with the hypothesis 

based on theory that an azimuthally localized pressure peak should create a systematic and predictable small-scale 

reconfiguration of the electric field. The modification in the electric field is caused by the field-aligned currents near 

each end of the pressure crescent and close via Pedersen currents, perturbing the electric field in this region, as 

regulated by the ionospheric conductance. The level of this reconfiguration, relative to the expected dawn-dusk 

electric field within the magnetosphere, indicates the intensity of the nonlinear feedback. 
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Figure 1: Cartoon model of the equatorial inner magnetospheric dynamics from Liemohn et al., 2008 

 

 
Figure 2: Idealized satellite data measured cutting through the center of the inner magnetospheres hot ion pressure peak. 
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Figure 3: Dst and several measurements from the Van Allen Storm Probes instruments throughout the June 1, 2013 geomagnetic storm. The top 

two plots show the spacecraft position in Lshell and MLT. The third and fourth plots show the proton flux at range of HOPE energies 

throughout the event. The fifth, sixth, and seventh plots show the measured and expected range of magnetic field in the x, y, and z-direction, 

respectively. The eighth plot shows the y-component of the electric field measured by the EFW instrument.  
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Abstract 

At low Earth orbits, drag force is the greatest source of error for propagating the motion of spacecraft. The main 

factor driving the changes on the drag force is the neutral density. Global atmospheric models provide estimates for 

the density; although, such results are significantly affected by bias due to misrepresentations of the underlying 

physics and limitations on the statistical models. In this work a localized predictor based on a neural network is 

presented. Such predictor uses density measurements or estimations and a set of proxies for solar and geomagnetic 

activities to predict the value of the density along the future orbit of the spacecraft. The performance of the localized 

predictor is studied for different neural network structures, testing periods of high and low solar and geomagnetic 

activities and different prediction windows.  

Keywords: Thermospheric Density, Modeling, Neural Networks 

1. Introduction 

At low Earth orbits (LEO), after gravity, atmospheric drag is the most significant force acting on spacecraft, and 

given that it is not easy to estimate, it constitutes the largest source of error on force models. The drag force its self 

is a function of several time varying factors, such as atmospheric winds, drag coefficient and density. However, the 

largest variations in the drag force are caused by changes in the atmospheric density, as the spacecraft flies trough 

different regions of the thermosphere with different densities, and as the density itself fluctuates with the solar and 

geomagnetic activities. Consequently, precise models for the density are necessary for accurately estimating the drag 

force which in turn is necessary for precise onboard determination. Reliable onboard orbit determination will be a 

key factor in the development of better methods for maneuver planning and coverage calculations. Furthermore in 

the last 30 years starting with the work of Leonard et al. [1989] there has been and increasing body of work focusing 

on using the drag force for maneuvering spacecraft in LEO [Maclay and Tuttle, 2005; Kumar and Ng, 2008; Perez 

and Bevilacqua, 2012, 2013]. Accurate onboard estimation of the density can be used to improve some of the 

methods proposed for maneuvering with the drag force, since it will provide the controllers with an accurate 

estimate of the control force. In this work a localized predictor for the density along the future orbit of the spacecraft 

is developed and tested using density values estimated from accelerometers.   

Los Alamos Space Weather Summer School Report 2013 59



 

 

Over the last 50 years several different global atmospheric models have been developed for calculating the main 

characteristics of the thermosphere including density. Global models can be classified into empirical and physics 

based models. The seminal work for empirical global atmospheric models is Jacchia 1960 model [Jacchia, 1960]  

which uses measurements from satellites and statistical methods to generate estimations of the density. Further 

improvements of this approach include Jacchia models 1971, 1977 [Jacchia, 1971, 1977] up to Jacchia-Bowman 

2006 and 2008 (JB2006, JB2008, see Bowman et al, 2008, 2008a). The High Accuracy Satellite Drag Model 

(HASDM) uses calibration data from up to 75 inactive satellites and the Dynamic Calibration Atmosphere method 

to correct older models such as the Jacchia models [Storz et al., 2002]. Another highly used empirical global model 

is MSIS-86, which was part of the COSPAR International Reference Atmosphere (CIRA) 1986 [CIRA, 1988]. 

MSIS-86 uses data from satellites and also from and date from incoherent scatter radars to estimate density among 

other things. Several improvements to the original MSIS from 1986, have been made including MSISE-90 [Hedin, 

1991] and the NRLMSISE-00 developed by the US Naval Research Laboratory [Picone et al., 2002]. Global 

circulation models (physics based models) are an alternative for obtaining density estimations to the global empirical 

models. Among these physics based models there the Global Ionosphere Thermosphere Model (GITM, Ridley et al., 

2006), developed at the University of Michigan. GITM consists of a three dimensional spherical code that solves the 

energy, momentum and continuity equations among other things.  

Global atmospheric models are designed to estimate much more than just the density. Furthermore, the physics 

can be misrepresented in the case of the physical models and the data used for generating the empirical ones is still 

limited. These three factors results in errors in the estimation of the density and make forecasting the density even 

more difficult. Furthermore, the physics based models are computationally expensive and require several real-time 

inputs which hamper onboard calculations. For this reasons it is desirable to use a different approach for designing a 

density predictor capable of running onboard.  

An alternative originally proposed by Stastny et al. [2009] is a localized density model. Such approach consists 

on limiting the model to estimate only the density along the orbit of a single spacecraft. By introducing these 

restrictions the ability of the model for accurately estimating the density is greatly enhanced. Provided that 

measurements or estimations of the density of the medium around the spacecraft are available on-board, time series 

forecasting techniques can be used to predict what the density is going to be along the future orbit of the spacecraft. 

In his work Stastny et al. [2009] used a linear model as the predictor and showed that such model provided accurate 

results and with less bias than two of the latest empirical models HASDM and JB2006 for predicting one orbit into 

the future. 

In this work a similar approach to that of Stastny et al. [2009] is used. However, instead of using a linear model 

as the predictor, a neural network is used. The neural network is capable of forecasting nonlinear behavior since it 

contains nonlinearities in its neurons, and therefore it is expected to give better results at modeling the nonlinear 

behavior of the density along the orbit of the spacecraft. To train, validate and test the neural network, density data 

from the CHAllenging Minisatellite Payload [Reigber et al., 2002] mission was used. 

The results of this work plus some additional results have been submitted by the authors for publication at Acta 

Astronautica. 

2. Methodology 

2.1. Neural Networks 

A time-delay feed-forward neural network structure was chosen for the development of the density predictor. 

This neural network architecture contains a set of delays at the input layer that allow for retention of the evolution of 

the inputs in time, and enhances the ability of the network for forecasting applications. Furthermore, the neural 

network predictor contains two layers (hidden or input layer, and output layer). The output layer contains one single 

linear neuron. The number of neurons and delays in the hidden layer were determined by testing different 

configurations. Figure 1 shows a Simulink block diagram for a time-delay feed-forward neural network with two 

delays and three neurons in the hidden layer. 
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In the context of density prediction, the input to the neural network is the present value of the density and the 

output is the predicted value over a predefined prediction window. Additional inputs such as the current values of 

the solar and geomagnetic indices (Dst and F10.7) can also be included. For purposes of inputting past density 

values, the inputs are delayed a defined number of times inside the neural network in order to capture some of their 

evolution in time.  Such formulation is shown in the following expression: 

(1)  ̂(    )   (

 (    )   (     ) 

   (    )     (     ) 

     (    )       (     )
)      ( )   ̂=ln( ̂) 

where g is the overall nonlinear function of the neural network, ρ is the measured density,  ̂ is the predicted 

density value (neural network output), Wp is the prediction window,    is the sampling period of the data, t is the 

time,  and D is the number of delays in the hidden layer.  

The Levenberg-Marquardt algorithm [Levenberg, 1944 and Marquardt, 1963] was used to train the neural 

networks. This algorithm, which is included in MATLAB's Neural Network Toolbox [The MathWorks, 2013] was 

chosen since it often has higher rates of convergence than the other algorithms provided in the Toolbox. This 

method solves the least squares problem (in this case it finds the weights that minimize the performance function) 

using regularization, by interpolating between Newton’s and gradient descent methods, thus providing some of the 

robustness of gradient descent and some of the speed of convergence of Newton’s method. The mean squared error 

(MSE), as explained in Eq(2), was selected as the performance function. 
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2.2. Data used 

The use of neural networks requires data sets for training, validation, and testing the model’s performance. The 

training and validation sets must contain data covering the different behaviors to be modeled by the neural network. 

The CHAMP satellite was equipped with high precision accelerometers. CHAMP was launched in 2000 into a 

circular, almost polar orbit with an initial altitude of 460km. Sutton presented a method for estimating density and 

winds [Sutton et al., 2007] from accelerometers such as the ones included in CHAMP. The estimated density from 

CHAMP, which was used for this work, is available online. The density data used were obtained from Forbes et al. 

[2013]. 

For each neural network the training density data was divided into two segments: one segment of past values, 

assumed to be available for the training and validation of the neural network; and one segment of future values, 

which are values of density that would not be available during training and validation, but instead are used 

exclusively for testing the neural networks. The past values were sampled randomly and 70% were used for training, 

and the remaining 30% for validation. Furthermore, the available density data were not evenly distributed in time, 

therefore, for implementing the neural network, a linear interpolation was applied to make sure that there was a 

constant difference in time between consecutive samples in the data. The values of the density are in the order of 

magnitude of 10
-12

 kg/m3 for day 140 of 2002 (see Figure 2). This results in numerical problems during the training 

of the neural networks. To address this issue, the natural logarithm of the density values was used for the neural 

networks instead of the density values themselves. Another advantage of using the natural logarithm shown by 

Figure 1: Simulink model for a time-delay feed-forward neural network with two layers, two delays, three 

nonlinear neurons in the hidden layer and one linear neuron in the output layer 
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Lütkepohl and Xu [2012] is that it often stabilizes the variance of the series, which allows for better modeling of the 

time series. 

 
Figure 2: Density (top) and natural log of density (bottom) from CHAMP day 140 of 2002 

Several different periods of interest for training, validation, and testing the neural net-works were identified. 

Stastny et al. [2009] chose two representative days for low and high geomagnetic activities for testing his linear 

model and for comparing it to JB2006 and HASDM. The first of these days was day 141 of 2002; during this day 

there was very low geomagnetic activity (Dst=-16, ap=10 and F10.7=190.4). The second day used by Stastny et al. 

[2009] was day 276 of 2001; during this day a moderate geomagnetic storm occurred, so there was a higher 

geomagnetic activity (Dst =-107, ap=69 and F10.7=191.8) For obtaining the linear model, Stastny et al. [2009] used 

the data from day 140 (Dst =-12,  ap=10 and F10.7=175.4). This same data set was used to train, validate and test 

the neural networks.  These data sets included n=1080 data points for each day with a sampling rate of 80 sec. 

To study the longterm performance of the neural networks, it was decided to test them over one-year intervals. 

Out of the years that CHAMP was collecting data, years 2003 and 2007 were certainly very interesting from the 

point of view of space weather and therefore were selected for testing. During 2003 (Dst =-22, ap=128 and 

F10.7=21.8) the geomagnetic activity was the highest of that solar cycle [Belov et al., 2004]. In contrast, during 

2007 (Dst =-8, ap=73 and F10.7=7.5) the solar cycle went through a period of very low activity (solar minimum, see 

Belov et al [2009]) and therefore the solar and geomagnetic activities were very low. Data from 2002 was used to 

train and validate the neural networks tested on 2003, and data from 2006 was used to train and validate the neural 

network tesed on 2007. For these longterm experi-ments, the density data sets included n=3152812 data points for 

each year with a sampling rate of 120 sec. When only using the density values, the input vector includes the density 

at each sample time, while, when using the external inputs, it is made of the density vector, the Dst vector, and the 

F10.7 vector. 

By including additional inputs other than the known present values (in this case the density values), the 

performance of a neural network as a predictor improves, provided that the output of the neural network is a 

function of these inputs.  Because the density is driven by the solar and geomagnetic activities, the Dst and F10.7 

indices were selected as additional inputs. The indices were averaged hourly and were included in the corresponding 

training, validation, and testing sets (of 1080 and 3152812 data points for the one day and one year data sets 

respectively). For the one orbit prediction case at a sampling rate of 80 seconds, 68 samples per window are used; 

for the eight orbits case at a sampling rate of 120 seconds, 360 samples per window are used; and for the 32 orbits 

case at a sampling rate of 120 seconds, 1440 samples per window are used. As with the density values, during 

operation the neural networks only have access to present values of the indices. The values for the Dst and F10.7 

indices used in this work were obtained from Papitashvili [2013]. 

3. Results 

The training, validation, and testing of the neural networks was done in MATLAB using the Neural Network 

Toolbox [The MathWorks, 2013]. As a benchmark for all the tests, a model using the persistence method was used. 

The persistence method is a very simple technique for forecasting in which the prediction is equal to the input.  

To assess the performance of the different models, different metrics were used: the MSE (shown in Eq. (2)), the 

mean of the ratio between the target and the outputs, its standard deviation (shown in Eqs.(3) and (4)) and the 

Pearson correlation coefficient of the targets to the model outputs (shown in Eq.(5)). The former two were the 

metrics used by Stastny et al. [2009], and therefore allow comparing the results of this work to his. 
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Where   ̂ and    are the standard deviations of the neural network outputs and targets, respectively. 

Given the selected structure of the neural network predictors, the appropriate number of neurons and delays in 

the hidden layer, for the localized density forecasting problem were found. This was accomplished empirically by 

trying different combinations. All the tests performed for this purpose were run on days 141 of 2002 and 276 of 

2001, with the training and validation sets being day 140 of 2002. Again, these days cover high and low 

geomagnetic activity and were used also by Stastny et al. [2009] to test his linear model. 

To find the appropriate number of neurons in the hidden layer several tests were performed in which all the 

other parameters were fixed and the number of neurons was varied. The prediction window was set to one orbit into 

the future; 17 delays (1/4 of the prediction windows) and a sampling rate of 80 sec were used. The results for these 

tests are summarized in the following table. 

Table 1: Neural network performance for different number of neurons in the hidden layer (bold for best results, 

italics for worst) 

Testing Data Set Model Configuration MSE R Mean target/output  ̅ 
Stdev target/output 

   

Day 141 2002 CHAMP 

Persistence Model 0.023 0.969 1.0003 0.0058 

1 Neuron 0.016 0.977 1.0008 0.0046 

5 Neurons 0.016 0.98 1.0011 0.0046 

10 Neurons 0.016 0.979 1.0007 0.0047 

50 Neurons 0.016 0.979 1.0006 0.0047 

150 Neurons 0.026 0.965 1.0001 0.0059 

Day 276 2001 CHAMP 

Persistence Model 0.033 0.872 1.0001 0.0070 

1 Neuron 0.023 0.911 0.9995 0.0058 

5 Neurons 0.025 0.907 0.9999 0.0058 

10 Neurons 0.037 0.891 0.9967 0.0066 

50 Neurons 0.045 0.879 0.9963 0.0072 

150 Neurons 0.267 0.743 0.9885 0.0154 

 

As shown in Table 1 as the number of neurons is increased, the performance of the neural networks worsens. 

This occurs because increasing the number of neurons causes the neural network to become overtrained.  For the 

problem of predicting density, the results included in Table 1indicate that for the given neural network structure, 

having one neuron in the hidden layer gives the best results.  

To find the appropriate number of delays in the hidden layer all the other parameters were fixed and the number 

of delays was varied. The prediction window was set to one orbit into the future, the neural networks had one neuron 

in the hidden layer (the best result from the previous test) and again a sampling rate of 80 sec was used. The results 

for these tests are summarized in the next table. 

Table 2: Neural network performance for different number of delays in the hidden layer (bold for best results, italics 

for worst) 

Testing Data Set Model Configuration MSE R 
Mean target/output 

 ̅ 
Stdev target/output 

   

Day 141 2002 CHAMP 

Persistence Model 0.023 0.969 1.0003 0.0058 

1 delay 0.016 0.978 1.0005 0.0048 

17 delays(1/4 orbit) 0.016 0.977 1.0008 0.0046 

34 delays(1/2 orbit) 0.014 0.982 1.0009 0.0044 

68 delays(1 orbit) 0.015 0.981 1.0011 0.0045 

204 delays(3 orbits) 0.018 0.978 1.0013 0.0048 

Day 276 2001 CHAMP 

Persistence Model 0.033 0.872 1.0001 0.007 

1 delay 0.028 0.891 1.0001 0.0064 

17 delays(1/4 orbit) 0.023 0.911 0.9995 0.0058 

34 delays(1/2 orbit) 0.027 0.913 0.9973 0.0056 
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68 delays(1 orbit) 0.028 0.907 0.9972 0.0058 

204 delays(3 orbits) 0.037 0.877 0.9965 0.0065 

 

       As can be observed from Table 2, the number of delays in the hidden layer significantly determines the neural 

network performance. Having too few delays results in underfitting, while having too many results in overfitting. 

The best results are obtained when the number of delays is between 17 and 68 (between ¼ and one full prediction 

window). It is important to note that there is not a significant difference in the performance of the neural networks 

when the number of delays is in this range.  

      One interesting result, that can be observed from Table 1 and Table 2, is that the ratio of the targets to the 

outputs ( ̅) does not seem to change significantly for all the parameters tested (number of delays and neurons, and 

sampling rate) even for the neural networks with the worst performance (both underfitted and overfitted).  This is 

explained by the fact that this metric measures the bias in the model. The bias in models that use actual values as 

inputs, such as the neural networks, will be very small provided that the mean of the time series does not vary 

significantly. 

3.1. Predicting one orbit into the future on days 241 of 2002 and 276 of 2001 

      Once the appropriate structure of the neural network was found (one neuron and enough delays to store from ¼ 

to one prediction window) several different neural networks were tested again on days 141 of 2002 and 276 of 2001. 

This was done to evaluate the improvements in performance by increasing the size of the training and validation sets 

from one day to a year and by using the solar and geomagnetic indices (Dst and F10.7) as additional inputs. The one 

year training and validation data set used for testing the networks on day 141 of 2002 contained the data from the 

365 preceding days (day 140 2001 to day 14 2002). The one year training and validation data set used for testing the 

networks on day 276 of 2001 contained the data from year 2002 (day 1 2002 to day 365 2002), since the CHAMP 

data did not went back a year before day 276 2001. Even though this means that the neural network used was trained 

on data corresponding to the future of day 276 2001, the training data and validation data set is still different to the 

testing set which makes the test valid (of course for practical implementation of the neural networks the training and 

validation set would always be past and therefore available values).  A sampling rate of 80 sec was used since it is 

the same used by Stastny et al. [2009]. The results of the tests for days 141 of 2002 and 276 of 2001 are summarized 

in the following table. 

Table 3: Results for predicting one orbit into the future (bold for best results, italics for worst) 

Testing 

Data Set 
Model Configuration MSE R 

Mean 

target/output 

 ̅ 

Stdev 

target/output 

   

Day 141 
2002 

CHAMP 

NN, preceding 365 days for Training 0.0108 0.9843 0.9998 0.0039 

NN, preceding 365 days for Training, Dst and 
F10.7 

0.0108 0.9842 0.9998 0.0039 

NN, day 140 of data for Training 0.0156 0.9774 1.0008 0.0046 

Persistence Model 0.0234 0.9685 1.0003 0.0058 

Linear model* N/A N/A 1.0058 0.0822 

HASDM* N/A N/A 0.8662 0.1204 

JB2006* N/A N/A 0.8564 0.095 

Day 276 
2001 

CHAMP 

NN, year 2002 of data for Training 0.0229 0.9086 0.9999 0.0058 

NN, Year 2002 of data for Training, Dst and F10.7 0.0225 0.9099 0.9999 0.0058 

NN, day 140 Year 2002 of data for Training 0.0229 0.9106 0.9995 0.0058 

Persistence Model 0.0328 0.8718 1.0001 0.007 

Linear model* N/A N/A 1.0094 0.0822 

HASDM* N/A N/A 0.8415 0.1344 

JB2006* N/A N/A 0.6471 0.1355 

*Obtained from Stastny et al. [2009] 

 

      For the 2001 scenario, training data from 2002 is used, as Stastny et al. [2009] also did in their work. Training 

with future values and "predicting" past values is valid from the point of view of neural network, since the 

training/validation and testing data sets are still different. From the point of view of spacecraft onboard 

implementation this of course would be invalid, but here the purpose is just showing the neural network's 

performances and comparing with existing literature. The results in Table 3 indicate that the global models 
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(HASDM and JB 2006 results obtained from Stastny et al. [2009]) suffer from large biases in their results. This 

causes their performance to be much worse than the performance of all the other models including the persistence 

model.  The neural network predictors give significantly better results than the linear model from Stastny et al. 

[2009], the global models, and the persistence model. For day 141 of 2002, by increasing the size of the training and 

validation sets, the performance of the neural networks increases; however, for day 276 of 2001 there is not a 

significant improvement by increasing the size of the training and validation sets nor by including the solar and 

geomagnetic indices. The addition of the indices does not benefit the neural networks because the number of delays 

(17 which corresponds to ¼ of the prediction window) cannot capture more than one value in time of the indices 

since the indices are averaged hourly. This might be solved by increasing the number of delays; however, they 

cannot be increased beyond 68 (one prediction window) since as shown in Table 2, this results in overfitting the 

neural network. An alternative solution would be retaining the same number of delays, but space them non-

uniformly in time. 

     For day 141 of 2002, utilizing one years’ worth of data to train and validate the neural network provided the best 

results. The actual output of this neural network and the targets are shown in Figure 3 along with the prediction 

error. For day 276 of 2001, the neural network that uses the additional inputs (Dst and F10.7) and that was trained and 

validated using the data from one year yielded the best results. The actual output of this neural network, the targets, 

and the prediction error are shown in Figure 4.  

 
Figure 3: Neural network response for best case with a prediction window of one orbit over day 141 of 2002 
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Figure 4: Neural network response for best case with a prediction window of one orbit over day 276 of 2001 

3.2. Predicting eight and 32 orbits into the future 

      For most applications of the neural network density predictors, longer prediction windows are desired. For this 

reason additional neural network predictors were trained, validated, and tested for predicting eight and 32 orbits into 

the future (roughly half a day and two days respectively). For these results, the neural networks were tested over 

year 2003 for the 32 orbits prediction window and over years 2003 and 2007 for the eight orbits prediction window. 

This was done to evaluate their performance over much wider data sets including periods of low and high solar and 

geomagnetic activities. Again, the use of additional inputs (Dst and F10.7) was studied along with the use of 

different numbers of delays. A sampling rate of 120 sec was used in order to reduce time for training and validation 

the neural networks. The results are summarized in Table 4 and Table 5 for the prediction windows of eight and 32 

orbits respectively. 

Table 4: Results for predicting eight orbits into the future (bold for best results, italics for worst) 

Testing 

Data Set 
Model Configuration MSE R 

Mean 

target/output 

 ̅ 

Stdev 

target/output 

   

CHAMP 

2003 

ANN, 90 delays (2 orbits), 1 year 2002 of data for 

Training 
0.0433 0.8971 1.0007 0.0078 

ANN, 90 delays (2 orbits), 1 year 2002 of data and  
Dst and F

10.7
 for Training 0.0429 0.8976 1.0000 0.0078 

ANN, 360 delays (8 orbits), 1 year 2002 of data 

and  Dst and F
10.7

 for Training 0.0401 0.9044 0.9999 0.0075 

Persistence Model 0.2614 0.4037 1.0002 0.0192 

CHAMP 

2007 

ANN, 90 delays (2 orbits), 1 year 2006 of data for 

Training 
0.0417 0.9093 1.0002 0.0075 

ANN, 90 delays (2 orbits), 1 year 2006 of data and  
Dst and F

10.7
 for Training 0.0407 0.9114 1.0000 0.0074 

ANN, 360 delays (8 orbits), 1 year 2006 of data 
and  Dst and F

10.7
 for Training 0.0403 0.9122 1.0000 0.0074 

Persistence Model 0.1902 0.6031 1.0001 0.0160 

 

The best case included in Table 4 for both years 2003 and 2007 were those obtained with the neural network 

that included the additional inputs and that had 360 delays (one prediction window). Figure 5 and Figure 6 show the 

MSE over the entire years 2003 and 2007 for the best cases along with the Dst and F10.7 averaged daily.   
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Figure 5: MSE for best case with a prediction window of eight orbits and normalized indices over year 2003 

 

 
Figure 6: MSE for best case with a prediction window of eight orbits and normalized indices over year 2007 
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Table 5: Results for predicting 32 orbits into the future (bold for best results, italics for worst) 

Testing 

Data Set 
Model Configuration MSE R 

Mean 

target/output 

 ̅ 

Stdev 

target/output 

   

CHAMP 

2003 

ANN,  360 delays (8 orbits), 1 year 

2002 of data for Training 
0.0917 0.7702 1.0013 0.0113 

ANN, 360 delays (8 orbits), 1 year 
2002 of data and  Dst and F

10.7
 for 

Training 

0.0895 0.7740 1.0000 0.0112 

Persistence Model 0.1813 0.5874 1.0001 0.0160 

 

The best case shown in Table 5 for year 2003 was obtained with the neural network that used the Dst and F10.7 

indices. The MSE over the entire year 2003 for the best case, along with the Dst and F10.7 averaged daily are shown 

in Figure 7. 

 

 
Figure 7: MSE for best case with a prediction window of 32 orbits and normalized indices over year 2003 

4. Conclusions 

This work introduced a localized model for atmospheric density prediction along a spacecraft’s future orbit, 

provided that the current density value is known. The model consists of a time-delay feed-forward neural network, 

with two layers: a hidden layer and an output layer. The hidden layer contains nonlinear neurons and delays that 

store the values of the inputs, while the output layer contains one linear neuron.  The appropriate number of neurons 

and delays in the hidden layer and the sampling rate for the data were found empirically by testing the neural 

networks on two separate days of high and low geomagnetic activities. The neural networks were trained, validated, 

and tested using density data from the CHAMP mission.  

The neural network predictors provided significantly better results than a linear model, and the global models 

HASDM and JB2006 for predicting the value of the density one orbit into the future for periods of high and low 

geomagnetic activity. The neural network predictors were also tested for predicting eight and 32 orbits into the 

future (about half a day and two days). For these tests the performance of the neural network predictors was 

evaluated over the years 2003 and 2007, which cover the periods with the highest and lowest solar and geomagnetic 
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activities available from the CHAMP mission. The performance of the neural network predictors decreases as the 

prediction window increases, but even for the 32 orbit case the results were satisfactory.  

The neural network predictors can also use the current value of the Dst (geomagnetic activity) and F10.7 (solar 

activity) indices averaged hourly as additional inputs which resulted in an improvement of the performance of the 

neural networks, provided that enough delays were included in the hidden layer to store some of the behavior in time 

of the indices. However, the number of delays cannot be increased beyond those required to store one prediction 

window or the neural networks will suffer from overfitting in terms of the density values. For this reason, it is 

expected that the performance of the neural network predictors can be improved further by having different number 

of delays for the density values and the solar and geomagnetic indices. An alternative solution would be retaining 

the same number of delays, but space them non-uniformly in time. This will allow for storing more information of 

the indices in the neural network predictors, which may improve the performance during periods of high 

geomagnetic activity. 

The neural network predictors are computationally simple and can be implemented onboard spacecraft and 

therefore allow for precise onboard orbit propagation at low computational cost. 
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Abstract

Numerous deep-space missions have used Earth flybys to gain or lose heliocentric orbital energy en-route to their
destinations. During a number of these gravity assist maneuvers, beginning with the first Galileo Earth flyby in
December of 1990, mission operators have observed motion which cannot be explained by their detailed force models.
Numerous explanations have been unsuccessfully proposed and investigated as the source of the Earth flyby anomaly.
In this paper, we investigate solar radiation pressure modeling during penumbra transitions as a contributor to or
explanation for the anomaly. We compare propagated Earth flyby trajectories generated using a detailed, highly
physical penumbra SRP model to propagated trajectories generated using a simpler geometric method representative
of what is typically used in orbit determination programs. Initial results suggest that penumbra SRP modeling is
not responsible for or significantly contributing to the anomaly, however further work must be done to conclusively
determine its significance.

Keywords: Flyby Anomaly, Solar Radiation Pressure, Orbit Determination

1. Introduction

During Earth flybys, spacecraft follow hyperbolic trajectories which take them close to Earth. During these ma-
neuvers, ground based Doppler radars are used to precisely track the spacecraft. Doppler radar observations are
assimilated by orbit determination programs which include detailed models of the significant known forces acting
on the spacecraft. Unfortunately, limitations on the ability of radars to track spacecraft motion near perigee lead to
Doppler blackout periods around perigee on the order of hours. On numerous occasions, the preencounter and posten-
counter flyby trajectory estimates do not match one another. This disagreement points to either measurement errors or
a change in orbital energy during these perigee passes that is not captured in orbit determination programs. (Anderson
et al., 2008)

The unexplained change in orbital energy of the Earth flyby anomaly is described by the anomalous change in
hyperbolic excess velocity, ∆v∞. Scalar hyperbolic excess velocity is defined as:

v2
∞ = ~v • ~v −

2µ
r

(1)

where v is the spacecraft velocity, µ is Earth’s gravitational parameter, and r is the magnitude of the spacecraft position
vector. ∆v∞ is the difference in v∞ between the postencounter and preencoutner estimated trajectories. Table 1 shows
∆v∞ values, estimated realistic errors in the ∆v∞ values, σv∞ , and other relevant parameters for the past anomalous
Earth flybys. In addition to the past flybys, information is provided for the October 2013 Juno Earth flyby, which

Email addresses: voorhies@vt.edu (Robbie Robertson), shoemaker@lanl.gov (Michael Shoemaker)

Los Alamos Space Weather Summer School Report 2013 71



Table 1: Data from past Earth flyby anomalies up to MESSENGER courtesy of Anderson et al. (2008). Note that the majority of observed
anomalous ∆v∞ values are at least an order of magnitude greater than the estimated errors in hyperbolic excess velocities. Note that Juno mass
used here is the initial value from NASA (2011) and should be updated in the future based on reduced fuel mass at the Earth flyby.

Spacecraft Galileo Galileo NEAR Cassini Rosetta MESSENGER Juno
Flyby Date 12/8/1990 12/8/1992 1/23/1998 8/18/1999 3/4/2005 8/2/2005 10/9/2013
S/C Mass (kg) 2497 2497 730 4612 2895 1086 3625
Perigee Alt. (km) 960 303 539 1175 1956 2347 562
v∞ (km/s) 8.949 8.877 6.851 16.010 3.863 4.056 -
∆v∞ (mm/s) 3.92 -4.6 13.46 -2 1.8 .02 -
σv∞ (mm/s) 0.3 1.0 0.01 1 0.03 0.01 -

had not yet occurred at the outset of this work. Estimated ∆v∞ errors in Table 1 illustrate the high atmospheric drag
in the 1992 Galileo flyby and thruster activity in the Cassini flby which caused difficulty in identifying the anomaly.
(Anderson et al., 2008) The MESSENGER flyby data did not significantly exhibit the effects of the anomaly.

Since the Earth flyby anomaly was first identified following the 1990 Galileo flyby, researchers have proposed
a broad range of explanations for the anomaly. Lammerzahl et al. (2008) presents a summary of these explanations
which include hardware and Doppler ranging related issues, errors in modeling well known environmental forces, and
more exotic explanations which concern new physics such as non-Newtonian gravity and modifications of relativity.

SRP is one of the dominant non-gravitational forces acting on spacecraft. SRP is influenced by a variety of
complex factors. The computational load and complexities of SRP modeling are generally dominated by modeling
how incident photons will interact with spacecraft surfaces and transfer momentum to the spacecraft. These calcu-
lations are related to the orientation, exterior geometry, and optical properties of the spacecraft. This focus on the
SRP force modeling is practical because a spacecraft spends the majority of its time in full sunlight or in umbra.
However, during penumbra transitions between full sunlight and umbra, assigning a physically representative solar
radiation field becomes similarly complex and computationally intensive. During these transition periods, solar radia-
tion passes through Earths lower atmosphere. The optics of the atmosphere lead to significant atmospheric refraction
and Rayleigh scattering. Refraction bends light around Earth, extending the penumbra transition in the umbra direc-
tion and augmenting the direction of light rays incident on the spacecraft. Rayleigh scattering attenuates the total solar
flux in the incident radiation field and changes its spectral composition. Additionally, the irregular, oblate shape of the
solid Earth changes the timing of transitions. Current orbit determination programs do not explicitly consider these
atmospheric effects.

The SOLARS (SRP with Oblateness and Lower Atmospheric Refraction and Scattering) model has been de-
veloped to physically model penumbra SRP. In some respects, penumbra SRP modeling appears to be a promising
candidate for explaining the flyby anomaly. Anderson et al. (2008) was able to precisely fit an expression providing
the ∆v∞ values from past anomalies based on the orbital inclinations of the flyby trajectories. The SOLARS model
includes a global, latitude dependent atmosphere model which leads to a correlation between orbital inclination and
penumbra SRP. This connection between SRP force and inclination is not captured by the traditional non-physical
methods included in orbit determination programs. However, this study shows definitively that penumbra SRP mod-
eling is not responsible for the flyby anomaly. First, only Galileo during the 1990 flyby and Cassini during it’s flyby
passed into Earth’s shadow and therefore experienced penumbra transitions. Finally, Lammerzahl et al. (2008) in-
dicates that the anomalous acceleration is on the order of 10−4 m/s2, which is far greater than the nm/s2 scale SRP
accelerations of these spacecraft. Regardless of these findings, the influence of penumbra SRP modeling could be
greater than the estimated errors in hyperbolic excess velocities. Therefore we followed through with this investiga-
tion to evaluate whether penumbra SRP modeling has a significant influence on the anomaly and whether it could be
used to better understand or predict the cause. In this paper, we focus on the flybys which did experience penumbra
transitions: Galileo’s 1990 flyby and the Cassini flyby. Additionally, we investigate the 2013 Juno flyby which had
not occurred at the outset of this work. The predicted trajectory for the 2013 Juno flyby indicated that Juno would
pass into umbra and therefore experience penumbra transitions.

2
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Figure 1: Illustration of the penumbra geometry and solar radiation fields for a satellite when atmospheric effects are included.

2. Method

We quantify the influence of penumbra SRP modeling on the flyby anomaly by comparing flyby trajectories
propagated using the geometric model with those propagated using the SOLARS model. Hyperbolic excess velocity
is computed at each time step in these propagated trajectories. The contribution of SRP modeling to the anomalous
change in ∆v∞ is quantified by computing the difference between these hyperbolic excess velocities at each time step.

2.1. Orbit Propagation

The orbit propagator includes physical, detailed models of other orbit perturbations (in addition to SRP). Residual
air drag forces are modeled using the Jaccia70 atmosphere model. Third body gravity forces are included for the Sun
and Moon. The irregularities in Earth’s gravity field are modeled according to Vallado (2001) using a 10th degree and
order implementation of the EGM96 gravity field model.

2.2. Highly Physical SOLARS Penumbra SRP Model

SOLARS uses a finite element approach which models the solar radiation field at a given spacecraft location
using a finite number of light rays. This finite element approach is based on the method presented by Vokrouhlický
et al. (1993). The spectral composition, angle of incidence, and solar flux associated with each light ray is computed
based on physical modeling of atmospheric refraction and wavelength dependent Rayleigh scattering. Variations in
lower atmosphere conditions and Earth radius are accounted for using the NRLMSISE-00 atmosphere model and an
oblate spheroid model of Earth. (Picone, 2002) Figure 1 illustrates the influence of atmospheric effects on local solar
radiation fields and on the overall shape of the penumbra region. The coloring of the solar radiation fields in Figure
1 represents solar flux, and these solar radiation fields were produced by applying SOLARS to the GRACE satellite
orbit. The SOLARS model has been tested by modeling SRP accelerations of the GRACE satellites and comparing
with their highly precise, nm/s2-scale accelerometer data. (Robertson et al., 2012)

While the SOLARS SRP model is based primarily on the one introduced by Vokrouhlický et al. (1993), various
improvements have been made. These improvements take advantage of developments in refraction and atmosphere
modeling, enable more complex force modeling, and leverage greater computing power. Each light ray in a SOLARS
finite element solar radiation field is assigned an intensity based on its direction of incidence on the satellite. This
intensity is dependent on its path through the atmosphere and location of emission from the Sun. Following the
method from Vokrouhlický et al. (1993), the location of emission determines the initial solar flux assigned to the light
ray according to Eddington’s approximation for solar limb darkening. Refraction in the atmosphere determines the
path, which then determines how much of the intensity is scattered by the atmosphere. SOLARS accounts for changes
in the spectral composition of light as it passes through the atmosphere, as Rayleigh scattering is highly wavelength
dependent. Earth is modeled as an oblate spheroid to account for polar flattening.

2.3. Geometric Penumbra SRP Model

The simpler penumbra model chosen to represent a more typical approach uses geometric parameters to model
SRP in transitions. This model is based on Ziebart et al. (2004), and applies an attenuation factor resulting in linearly
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Figure 2: Illustration courtesy of Ziebart et al. (2004) showing parameters involved in geometric penumbra SRP model.

decreasing solar flux with respect to vertical distance into the penumbra region. The vertical height of the penumbra
region, ph, and the umbra height, uh, are computed based on a spherical Earth with no atmosphere. The illustration in
Figure 2 shows these heights and the geometry of the penumbra region when the atmosphere is not considered. The
penumbra SRP attenuation factor, F, is defined according to Ziebart et al. (2004) as:

F = 1 −
ys − uh

ph − uh
(2)

where ys is vertical position of the satellite as shown in Figure 2.

2.4. SRP Force Modeling
The SOLARS and geometric penumbra SRP models are implemented such that modeled solar radiation fields

outside the penumbra periods are identical. Towards the same aim, both modes of operation for the orbit propagator
use the same method for modeling the SRP force imposed on a spacecraft by a given solar radiation field. Since
the focus of this work is the modeling of solar radiation fields, simple force modeling techniques are used. Cassini
and Galileo have irregular, compact geometries as a result of their radioisotope thermoelectric power sources. These
irregular geometries are approximated as spheres. Conversely, Juno is solar powered, and therefore has a higher area-
to-mass ratio and a more uniform, flat geometry. The Juno geometry is approximated as a flat plate pointing to the
Sun. Optical properties are applied based on the dominant outer material on the three spacecraft. For the Cassini and
Galileo spacecraft, this material is reflective aluminized kapton. (Doody, 2009) For Juno, the dominant (Sun pointing)
surfaces are solar panels. Computed full sunlight SRP forces for Galileo are within 10% of results from Longuski
et al. (1992).

3. Results

Each of the three flybys modeled here exhibit unique trajectories relative to the Earth and Sun. This Sun-Earth-
spacecraft geometry drives the length and behavior of SRP during penumbra transitions. The first, preencounter
penumbra transition of the Galileo 1990 flyby occurred furthest from perigee. Figure 3 shows the results of our
modeling of this Galileo flyby. The left subplots present results from this first transition, with SRP accelerations
from both penumbra SRP methods in the upper subplot and the modeled SRP contributions to the anomalous ∆v∞
in the lower subplot. SRP results from the geometric model show the expected linear attenuation of SRP in the
penumbra region. The SOLARS SPR accelerations show a significantly longer transition of over 600s. The lower
speeds and relatively consistent direction of the trajectory at this distance from perigee extend the transition. The
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Figure 3: SRP and flyby anomaly modeling results for the 1990 Galileo Earth flyby.

long tail on SOLARS SRP accelerations from 350s to 850s in the upper left subplot is caused by refraction of light
around Earth by the lower atmosphere. These SRP accelerations in the tail are relatively small due to Rayleigh
scattering attenuation of solar flux which increases as the light takes successively longer paths through the atmosphere
at successively lower altitudes. As shown in the right subplot of Figure 3, the second, postencounter Galileo transition
is significantly shorter because it occurs closer to perigee. Penumbra SRP ∆v∞ results in the lower subplots of Figure
3 show increases in ∆v∞ which correspond to periods of disagreement between the geometric and SOLARS penumbra
SRP models. However, the final postencounter penumbra SRP ∆v∞ is only 124 nm/s, which is significantly smaller
than the observed anomalous ∆v∞ of 3.92 mm/s from Table 1. This indicates that for the Galileo 1990 flyby, penumbra
SRP modeling did not contribute significantly to the anomaly.

Modeling results are shown for the Cassini flyby in Figure 4 and for the Juno flyby in Figure 5. The results for
these cases illustrate behavior very similar to those shown for Galileo in Figure 3. The SRP acceleration results for
the first Juno transition show a significant timing disagreement between the SOLARS and geometric models. This
disagreement is driven by Earth oblateness, which is considered by the SOLARS model but not by the geometric
model. The effect of oblateness on transition timing is more clear in this first Juno transition as it occurred relatively
close to perigee and was shorter. While this timing mismatch led to a greater increase in penumbra SRP contribution to
∆v∞, the contribution was still insignificant. The final postencounter penumbra SRP ∆v∞ is -64.1nm/s for the Cassini
flyby and -273nm/s for the Juno flyby. Therefore, for all three flyby trajectories addressed, our modeling indicates that
penumbra SRP modeling is not a significant contributor to the anomaly. These results indicate that the magnitude of
SRP accelerations would need to be orders of magnitude larger to lead to considerable penumbra SRP contributions
to the anomaly.

4. Conclusions

In this investigation, we quantified the contribution of penumbra SRP to the Earth flyby anomaly and evaluated
its potential for influencing anomalous ∆v∞ results. We quantified this penumbra SRP modeling contribution by
applying two models: a geometric model from Ziebart et al. (2004) and the highly physical SOLARS model. Of
the six past Earth flybys which exhibited the anomaly, only the first Galileo flyby in 1990 and the Cassini flyby
included penumbra transitions. Therefore, penumbra SRP cannot be the source of the flyby anomaly. However, it is
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Figure 4: SRP and flyby anomaly modeling results for the 1999 Cassini Earth flyby.

Figure 5: SRP and flyby anomaly modeling results for the 2013 Juno Earth flyby.
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useful to investigate whether the reported anomalous changes in energy for those flybys having penumbra transitions
should be modified to account for penumbra SRP effects. In this paper, we addressed the very recent Juno flyby
in addition to the the past anomalous flybys, Cassini and Galileo 1990. Our results indicate that penumbra SRP is
not a significant contributor to the flyby anomaly as the modeled contributions are orders of magnitude smaller than
both the observed anomalous ∆v∞ values and the estimated errors in those observed values. SRP results illustrate a
significant disagreement between the traditional geometric type of model and the highly physical SOLARS model,
however spacecraft area-to-mass ratios and resulting SRP accelerations would need to be significantly larger to lead
to a considerable influence of penumbra SRP modeling on the Earth flyby anomaly.

5. Further Work

Our method for quantifying the contribution of SRP modeling to the anomalous ∆v∞ needs to be improved to con-
firm the initial results presented here. The anomalous ∆v∞ values presented by Anderson et al. (2008) are computed
by estimating two unique orbits based on the preencounter and postencounter trajectories and comparing v∞ results
from each estimate. We will implement a batch weighted-least-squares orbit determination program with our orbit
propagator to produce results analogous to those presented by Anderson et al. (2008). These anomalous ∆v∞ results
will be computed using the geometric SRP model and the SOLARS model. Comparing these two sets of results will
more conclusively indicate the significance of penumbra SRP modeling on the Earth flyby anomaly.
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1. Introduction

Based on the work from last summer(2), it was apparent that the offline method employed was a superior method
for estimating all source rate parameters. In Schiller and Godinez, source rate width and location were estimated
offline, but source rate amplitude was estimated as a direct output of the Kalman filter. The downside of this method
is that the Kalman filter can take up to 36 hours to spin up to correctly estimate the amplitude parameter. If the source
rate intensity changes on timescales less than 36 hours, which is likely to occur, the Kalman filter may not be able to
respond quickly enough. Thus, a new method is required to estimate the amplitude parameter offline, increasing the
number of dimensions in the parameter space to three - amplitude, location, and width. However, finding the minimum
in two dimensional parameter space without an optimization technique can take hundreds, sometimes thousands of
experiments. Increasing the dimension would exponentially increase the number of experiments required to find
a solution. Performing so many experiments for each time step is unreasonable, so an optimization technique is
required.

2. Goal

We chose a reasonable goal to aim for at the end of my three weeks at LANL in the summer of 2013. This goal
was to choose an optimization method that would work for our problem; specifically, the technique must not require
finding a derivative and can be used for three dimensions. We would then implement the technique in the existing two
dimensional space to verify its functionality. Finally, by the end of the three weeks we would implement the scheme
in the three dimensional space.

3. Optimizing LANL Dataset in Two Dimensions

Almost immediately we saw problems with using the Nelder-Mead method on the parameter space from the
LANL dataset we were assimilating. The topology of the parameter space had multiple minimums and wide, shallow
valleys. The Nelder-Mean method cannot distinguish local minima from global minima, and can mistake the wide,
shallow valleys for minima. Reeves et al.(1) suggest that a source term is needed to account for the gap in observations
between GPS and GEO satellites in that dataset. The filter could be confusing a source term accounting for absent data
with a physical source term. We performed identical twin experiments to see if the topology between the assimilated
LANL dataset and a synthesized dataset with two source terms (Figure 4) were similar. They were, as can be seen in
Figure 3, where there are multiple minima and shallow valleys. This motivated a change from the LANL dataset to a
Radiation Belt Storm Probes dataset.
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Figure 1: The LANL dataset which, for one timestep, is assimilated in Figure 2

Figure 2: 2400 experiments run on the LANL dataset in the 4<Lc<6.5 and 0.1<Width<2.1 parameter space. The Nelder-Mead method often
converges to the red ’x’ at Lc=6.6 and width=0.5, when the true global minima exists at Lc=5.3 and width=0.3.

4. Optimizing RBSP Dataset in Two Dimensions

RBSP takes measurements from 1<L<6 twice every 9-hour orbit. This dataset is ideal since a wide L range is
sampled with relatively high frequency. The RBSP Flux data was converted to PSD by binning the MagEIS M75 and
HIGH flux measurements into 975< µ <1025 MeV/G and I < 3 [RE]. The period of interest is Jan 10 to Jan 20 2013,
due to, among other reasons, a clear flux enhancement occurring near L=5, increasing the flux by 100x in ∼24 hours.
The RBSP PSD data can be seen in Figure 5. The data was assimilated using both the ’old’ brute-force technique,
performing thousands of experiments to map the entire parameter space (Figures 8 and 6), and the ’new’ technique
using the Nelder-Mead method (Figures 7 and 6). The results are comparable, but the Nelder-Mead method finds
solutions outside of the old method’s specified parameter space. The parameter space can be extended, but at the cost
of adding hundreds of experiments per timestep.

5. Future Work

Three weeks wasn’t enough time to get the 3-D optimization method in place using the RBSP PSD data. It
should take ∼2 weeks to implement a reliable Nelder-Mead 3-D optimization scheme with the RBSP data. It also
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Figure 3: A common topology given the two source terms.
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Figure 4: There are two source terms in this experiment: one unvarying at L=4.5 with width 0.2, and a second at higher L with varying location,
width, and amplitude.

Figure 5: Phase space density measurements from the RBSP MagEIS M75 and HIGH instruments.
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Figure 6: The results of running the ’old’ method, where experiments are run for every grid point in 4¡L¡6.5 and 0.1¡Width¡2.1 parameter space in
red, and the optimization method in red. The optimization method can find minima outside the bounds of the old method, as well as performing
dozens of experiments to converge on a solution, as opposed to the thousands using the old method.

Figure 7: Results from the optimization method.
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Figure 8: Results from the full method in a rigid parameter space.

wasn’t enough time to do more than a high-level conversion to PSD. The delay in the release of RBSP Level 4 PSD
data forces a home-grown method to get PSD from flux values. It would take a considerable amount of time to
create a reliable home-grown method. However, improvements can be made on the technique already used which
would improve reliability. It should take ∼2 weeks to understand and apply the appropriate improvements to the PSD
conversion. A reasonable goal would be to have the 3D optimization technique implemented to a more reliable RBSP
dataset within one month after GEM, with the target near the July 22nd timeframe.
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Improving Non-Gaussian Uncertainty Propagation for Satellite Conjunction
Analysis
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Abstract

The increasing number of Resident Space Objects (RSOs) has resulted in an overcrowding of space. To prevent the
Kessler syndrome and to protect assets in space, it is imperative to predict the probability of collisions between RSOs.
Since orbital motion is highly non-linear, it is important to capture the non-Gaussianity of the uncertainty distribution.
We have combined 2 different methods of describing non-Gaussian distributions, Polynomial Chaos (PC) and Gaus-
sian Mixture Models (GMMs) in order to propagate non-Gaussian distributions in a more computationally efficient
manner. Using PC with GMMs can also be used for other applications such as state estimation where uncertainty has
to be propagated.

Keywords: Polynomial Chaos, Conjunction Analysis, Gaussian Mixture Model

1. Introduction

Conjunction Analysis (CA) for RSOs is a very relevant area of research to protect important assets in space and
to prevent the Kessler syndrome (Kessler, 1991). Computing the collision probability accurately helps to mitigate
collisions and to avoid unnecessary evasion maneuvers. The probability of collision involves finding the intersection
of two non-Gaussian distributions. There exist many theories that efficiently compute the collision probability by
assuming that the distributions are Gaussian (Alfano, 2007, 2005; Chan, 2008). However, the most accurate method
is to use Monte Carlo (MC) simulations (Alfano, 2009).

Both PC and GMMs are methods of capturing non-Gaussian distributions using fewer points than a full-blown
MC run. PC uses orthogonal polynomials to capture the evolution of a probability distribution function (pdf). Us-
ing the polynomials requires orders of magnitude fewer simulations than MC. GMMs approximate a non-Gaussian
distribution as a weighted sum of Gaussian distributions. All the Gaussian propagation methods can now be used on
the individual Gaussian distributions, which results in huge computational savings. CA has been carried out using
PC (Jones and Doostan, in press, 2013; Jones et al., accepted, 2012) and with GMMs (Vittaldev and Russell, 2013;
DeMars and Jah). A combination of both techniques vastly increases the accuracy of the uncertainty propagation
while having a lower computational cost than a MC simulation.

The GMM and PC theory is first presented in Section 2 followed by the motivation behind the combination. In
Section 3, a small orbit propagation simulation is carried out to qualitatively show the performance of the PC GMM
combination. Finally the conclusions are presented in Section 4.

2. Theory

In this section GMMs, PC, and the combination of GMM and PC will be presented.
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2.1. Gaussian Mixture Models

A GMM usesasum of Gaussin probability distribution function to approximate any probability distribution (Hor-
wood et al., 2011; Alspach and Sorenson, 1972; DeMars et al., 2011).

p(x) =
N

∑

i=1

αi pg(x;µi,Pi) (1)

whereN is the total number of elements in the GMM andαi is a weight, which satisfies the following constraint:

N
∑

i=1

αi = 1 (2)

The weights can be computed by minimizing theL2 distance betweenp and a Gaussian distributionpg.

L2(p1, p2) =
k1
∑

i=1

k1
∑

j=1

α1,iα1, jK
(

µ1,i, µ1, j,P1,i,P1, j

)

+

k2
∑

i=1

k2
∑

j=1

α2,iα2, jK
(

µ2,i, µ2, j,P2,i,P2, j

)

− 2
k1
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i=1

k2
∑

j=1

α1,iα2, jK
(
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)

(3)

whereK is

K
(

µ1, µ2,P1,P2
)

= |2π (P1 + P2)|−1/2

× exp

(

−1
2

(

µ1 − µ2
)T (P1 + P2)−1 (

µ1 − µ2
)

)

(4)

For a given order, theσ are usually kept constant for all the elements. Therefore, only the means and the weights vary
between the elements. In this work, an available library (Vittaldev and Russell, 2013) with up to 25 elements was
used.

Most applications where GMMs can be used deal with multivariate states and therefore, multivariate pdfs. Thus,
the univariate libraries have to applied to split a multivariate Gaussian distribution. This extension can be done by
applying the univariate splitting library to a specified direction of the multivariate covariance matrix. The direction
be chosen from the square root or the spectral decomposition of the covariance matrix. We have chosen to use an
eigenvector since there is a physical meaning behind it.

2.2. Polynomial Chaos

The idea of PC originates from a paper from Norbert Wiener (Weiner, 1938), where the termchaos is used to refer
to uncertainty. This theory has been used frequently for Uncertainty Quantification (UQ) and is now also being used
in the Aerospace field (Madankan et al., 2013; Jones et al., accepted, 2012; Jones and Doostan, in press, 2013; Hosder
et al., 2006; Hosder and Walter, 2010). In the PC, the uncertainty in variables through a transformation is represented
by a series of orthogonal polynomials.

u(ξ, t) =
∞
∑

i=0

ci(t)Ψi(ξ) (5)

In Eq. (5)ξ is a random variable. The orthogonal polynomialsΨi are defined by the following inner product in a
Hilbert space:

∫ ∞

−∞
Ψm(ξ)Ψn(ξ)w(ξ) = 0 (6)

2
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Distribution Type Density Polynomial Weight Range

Normal 1√
2π

e
−x2

2 Hermite e
−x2

2 [−∞,∞]

Uniform 1
2 Legendre 1 [−1, 1]

Beta (1−x)α(1+x)β

2α+β+1B(α+1,β+1) Jacobi (1− x)α(1+ x)β [−1, 1]
Exponential e−x Laguerre e−x [0,∞]

Gamma xαe−x

Γ(α+1) Generelized Laguerre xαe−x [0,∞]

Table 1: The Wiener-Askey scheme

Order Multi-index Multivariate Polynomial

0 α0 = [0, 0] Ψα0(ξ) = 1
1 α1 = [1, 0] Ψα1(ξ) = Ψ1(ξ1)
1 α2 = [0, 1] Ψα2(ξ) = Ψ1(ξ2)
2 α3 = [2, 0] Ψα3(ξ) = Ψ2(ξ1)
2 α4 = [0, 2] Ψα4(ξ) = Ψ2(ξ2)
2 α5 = [1, 1] Ψα5(ξ) = Ψ1(ξ1)Ψ2(ξ1)

Table 2: Two-dimensional multivariate polynomials up to order 2

Based on the distribution of the random variable, the orthogonal polynomial type and weighing function,w(ξ) from
Eq. (6), are chosen from the Weiner-Askey (Xiu and Karniadakis, 2002) scheme found in Table 1.

Since most applications assume the initial distribution to be Gaussian, Hermite polynomials are chosen according
to the Wiener-Askey scheme. We, however, use normalized probabilists Hermite polynomials where the weight
function is changed to:

w(x) =
1
√

2π
e
−x2

2 (7)

The newweight function assumes that the distribution has a mean of 0 and a standard distribution of 1, which effec-
tively normalizes and improves the numerical properties. The normalized Hermite polynomials can be found by using
the following recursive relation:

(n + 1)! ×Ψn+1(ξ) = ξΨn(ξ) − nΨn−1(ξ) (8)

where
Ψ0 = 1 Ψ1 = ξ (9)

In reality, the infinite series from Eq. (5) is truncated at some order. The orthogonal univariate Hermite polynomials
up to order 5 can be seen in Figure 1. The conjunction problem is a multivariate problem and therefore, requires
orthogonal multivariate polynomials. Multivariate polynomials can be created using the multi-index notation. Two-
dimensional multivariate polynomials up to order 2 can be seen in Table 2. The multivariate polynomial can then be
written as:

u(ξ, t) =
L

∑

i=0

ci(t)Ψαi(ξ) (10)

In Eq. (10),L can be found from

L =
(n + l)!

n!l!
(11)

wheren is the dimension ofξ andl is the maximum order of the truncated univariate polynomial. A given orderL̄
of the multivariate polynomial equals the sum of the elements of the multi-index vector. If the output is also a vector
function of dimensionn, u(ξ, t), n × L coefficientsci(t) have to be computed.

The final challenge is to find the coefficientsci(t). The two major methods of finding these coefficients are:

3
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Figure 1: Normalized probabilists Hermite polynomials

• Intrusive method

• Non-intrusive method

The intrusive method requires knowledge of the propagation function that determines the evolution of the random
vector of inputs. This then results in a system of equations that need to be solved forci(t). The intrusive cannot
be used with black-box dynamics, and therefore is not considered in this work. The non-intrusive method does not
require any knowledge of the propagation function. Given that we can solve the system for a sample initial condition,
we use the projection property (Galerkin Projection) for approximating Eq. (10):

ci(t) =
∫

u(ξ, t)Ψi(ξ)p(ξ)dξ (12)

wherep(ξ) is the pdf ofξ.
The coefficients in the non-intrusive method can be solved using either Least Squares (LS), or a quadrature.

When LS is implemented, the initial states are randomly sampled. If the quadrature method is used, the initial
states are chosen based on the node locations of the quadrature rule. The number of initial states to be used can be
vastly reduced by using Compressive Sampling (CS) when using LS, and by using Sparse Grids (SG) when using the
quadrature method. In this work, the quadrature method is used with a Smolyak (Smolyak, 1963) SG (SSG). The SSG
uses fewer grid points than a full tensor product quadrature as can be seen in Figure 2. In the quadrature method, a grid
is generated withNq node points, which each have a locationξn and weightqn associated with them. The coefficients
ci(t) are then found using the following summation:

ci(t) =
Nq
∑

n=1

qnu(ξn, t)Ψαi(ξn) (13)

It should be noted that the node points are generated from a0 mean and identity covariance matrix multivariate
distribution for numerical accuracy. The initial points are simply scaled to the actual mean and covariance inside the
transformation functionu.

2.3. Polynomial Chaos with Gaussian Mixture Models

Both PC and GMMs help in representing non-Gaussian distributions with fewer points computations than a full
blown MC simulation. However, they both have their limitations. The biggest problem with PC is the curse of di-
mensionality. The number of coefficients required with increasing order and increasing dimension for multivariate
polynomials can be computed from Eq. (11) and seen in Figure 3a. The number of nodes where computation has to
be carried out also increases rapidly with increasing order and dimension as seen in Figure 3b. Another problem is that

4
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Figure 3: Curse of dimensionality with Polynomial Chaos

increasing the order of the polynomial results in diminishing returns. Increasing the order of the PC only marginally
increases the accuracy, while the computational cost increases greatly. When GMMs are used for multivariate appli-
cations, the univariate library is applied along one specified direction. Thus, the spectral direction along which the
splitting is carried out can play a very important role in the quality of the resulting non-Gaussian distribution after a
non-linear transformation (Vittaldev and Russell, 2013). Since each of the elements of the GMM remains Gaussian
after the transformation, the complete non-Gaussianness cannot be captured.

A combination of GMMs with PC results in a theory that can outperform each of the separate theories due to
them complementing each other. In this method, each of the mixture elements is represented by a PC expansion.
What this effectively does is to reduce the size of the distribution that each PC expansion has to account for. This is
analogous to reducing the range for Taylor series expansion (TSE), or the Finite Element Method (FEM). Therefore,
we use more simple elements (lower order PC expansions) over smaller subdomains (a GMM) to approximate the
final non-Gaussian distribution over a larger domain. The steps involved in creating a GMM PC are:

1. Choose a splitting direction and number of elements (n)
2. Convert the initial multivariate Gaussian distribution into a GMM
3. Solve the coefficients for the multivariate polynomials (n sets)

The main difference between the PC method and the PC GMM method during the computation is that the PC
solution method has to be carried outn times, wheren is the number of elements in the GMM. Each of then initial

5
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Variable Value Standard Deviaton

r 100 km 2 km
θ 90◦ 20◦

Table 3: The initial conditions in Polar coordinates

Variable Value Standard Deviation

x 6, 780.30 km 1× 10−2 km
y 0.00 km 1× 10−2 km
ẋ 0.00 km/s 1× 10−3 km/s
ẏ 7.69× 10−3 km/s 1× 10−3 km/s

Table 4: Initial conditions for a 2-dimensional orbit

conditions has a different mean, but the same covariance. The multivariate GMM set hasn elements that each have a
different weight and mean, but the same covariance.

The weight only comes in to effect during the sampling process at the end. The weight is analogous to the
probability that a sampled point is generated by that particular GMM element. During sampling, a number should be
generated between 0 and 1 based on a uniform distribution. This number allows us to chose the element from which
to create the sample point.

The benefit can be seen in a very simple test case where an initial Gaussian distribution of a state in polar coordi-
nates Table 3 is converted to Cartesian coordinates. Since this transformation is non-linear, the resulting distribution
becomes non-Gaussian. The true (MC) and approximated distributions can be seen in Figure 4. The PC approxima-
tion is much better than the strictly Gaussian approximation as can be seen in Figures 4a and 4b. Combining PC and
GMM, however, results in a much lower discrepancy between the MC and approximated distributions.

3. Results

In this section, a test simulation is carried out to investigate the validity of the PC GMM combination for an
orbital application. The non-linearity of the orbital equations combined with the presence of perturbation such as the
atmosphere, make the distribution non-Gaussian with increasing flight time. Thus, the test case propagates a satellite in
an almost circular Low Earth Orbit (LEO) at an altitude of approximately 450 km, under the influence of atmospheric
drag simulated using the Jacchia-Bowman 2008 (JB2008) Emperical Thermospheric Density Model (Bowman et al.,
2008).

A Gaussian distribution was generated about an initial condition of the orbit (Table 4). A MC and a PC GMM
simulation was then carried out for 1 day (Figure 6a) and for 5 days (Figure 6b). The simulation was only carried
out as a planar 2-dimensional trajectory due to time constraints, but can easily be extended to a full 3-dimensional
simulation in the future. As can be seen in the results found in Figure 6, the final distribution is highly non-Gaussian.
However, the PC GMM simulation with orders of magnitude fewer runs is able to represent the final distribution well.

4. Conclusion

Mixing PC with GMMs results in a framework than can efficiently capture the evolution of an initially Gaussian
distribution into a highly non-Gaussian distribution through a non-linear transformation. This combination combines
the strengths of the individual components while allowing them to fill the deficiency of each other. PC allows the
initially Gaussian elements of GMM to become non-Gaussian. Using an initial GMM reduces the domain covered by
the PC and thus, lower order polynomials can be used to get accurate results. Increasing the order of the polynomials
increases the computational load in an exponential manner, while increasing the number of elements results in a linear
increase. Increasing the polynomial order only marginally increases the accuracy after a certain order.

6
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(c) GMM approximation with 3 elements
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(d) PC GMM approximation with 3 elements
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(e) GMM approximation with 5 elements
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(f) PC GMM approximation with 5 elements

Figure 4: True distribution (blue) and approximated distribution (red) after conversion from Polar coordinates to Cartesian coordinates
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Figure 5:Density results using the JB2008 atmosphere model
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Figure 6: MC reults (blue) and PC GMM results (red) for the test orbit
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Abstract 

In order to evaluate our 3D magnetic field model accuracy and Determine if current sheet scattering alone is 
sufficient to account for the observed IB, we have calculated the ion isotropic boundary (IB) for different energies 
based on our 3D force balanced magnetic field model and compared with observations. We have found that IB 
moves to (1) higher latitudes from midnight towards dawn/dusk; (2) lower latitudes as energy increases as well as 
Kp and solar wind dynamic pressure (Psw) increases. In addition, the calculated IB matches well at midnight and 
post-midnight with the observed inner boundary of isotropic distribution obtained from THEMIS spacecraft while it 
shows discrepancy at pre-midnight. Meanwhile, the modeled IB is consistent with low altitude FAST observations 
under low Kp (< 3), but shows 1-2° difference as Kp increase, especially at pre-midnight. According to the Geotail 
and THEMIS ion differential energy flux data, we calculated the maximum ion precipitating flux and found that the 
precipitation flux increase and its peak move to lower latitudes as Kp and Psw increases. Comparing with ground 
NORSTAR MSP aurora observation, the computed precipitating flux matches well with equatorward boundary of 
proton aurora under low Kp (< 2). The discrepancy between our model result and the observation may be caused by 
the wave activity since EMIC wave intensity increases as Kp increases.  

Keywords: Isotropic boundary, 3D force balanced magnetic field model, ion precipitation flux 
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1. Introduction 

A typical observation of a low-altitude polar satellite crossing the auroral oval is the anisotropic (loss cone is 
nearly empty) energetic proton fluxes at subauroral latitudes, which change sharply at the isotropic flux distribution 
(in the loss cone) in the poleward part of the oval as a satellite moves poleward. This feature of particle fluxes is 
observed at all magnetic local times (MLT) and for all magnetospheric conditions.  

As introduced by Sergeev and Malkov [1988], sharp boundary (isotropy boundary, IB) of energetic particles 
measured at low altitudes marks the boundary between regions of adiabatic and stochastic particle motion in the 
plasma sheet or in the outer dayside cusp [Sergeev et al., 1997]. The IB is based on the physical mechanism, when 
the ratio between magnetic field curvature radius Rc and the proton gyroradius ρ decreases below the threshold Rc 
/ρ ∼8 [Sergeev et al. 1988]. Particularly in the current sheet: 

                              Rc/ρ = Bn2/(G∂Bt/∂n)                                 (1) 
Here n and t denote the normal and tangential directions with respect to the current sheet, and G=mv/q, where G, 

m, v and q are the rigidity, mass, velocity and charge of the measured particles, accordingly. This threshold 
condition allows one to find the isotropic boundaries in any magnetospheric model. For the protons with energies of 
∼80 keV the transition between adiabatic and nonadiabatic behavior on the nightside occurs at the distance 5−9 RE 
at the equator based on Tsyganenko-2001 model [Lvova et al., 2005]. 

Equatorward of the IB, the field line ends in regions of the equatorial magnetosphere where the motion is 
bounce trapped, with conserved adiabatic invariants and anisotropy. Poleward of IB, there is strong pitch-angle 
scattering, leading to filling of the loss cone and precipitation. And the IB is also the equatorward boundary of 
strong ion precipitation, which leads to the proton aurora [e.g., Shelley et al., 1972].  

The isotropy boundary has been used and verified to be a very good predictor of the magnetotail field stretching 
[e.g., Sergeev and Gvozdevsky, 1992; Sergeev et al., 1993]. For example, Sergeev et al. [1993] showed that the IB 
for the 100 keV protons at various local times has a very high correlation (~ 0.9) with the inclination of the B-field 
as measured on the night side at geosynchronous orbit, indicating that the IB latitude is effectively controlled by the tail 
magnetic field. 

In order to evaluate our force-balanced magnetic field model [Wang et al., 2013; Yue et al., 2013] accuracy and 
determine if the current sheet scattering itself can explain the observed IB at night side in the low altitude, we will 
use our computed magnetic field to calculate the IB by using equation (1) and compared with equatorial THEMIS 
observation and low altitude FAST satellite observation of particle fluxes as well as ground-based NORSTAR MSP 
proton aurora observation. 

2. Force-balanced magnetic field model  

The magnetic field model used in this study is based on Zaharia [2008] by solving the single-fluid force balance 
equation !P = J"B  in terms of Euler potentials asB =!! "!" , where P is plasma pressure. In this model P can be 
either isotropic or anisotropic. Here, we assume P is isotropic. The 3D force balance equation can be decoupled into 
2 coupled “quasi-2D” equations in the directions parallel to (B!"! ) and (B!"! ), respectively as follows: 

   J !"! ="![("!)2"" # ("! !"")"!]= #$P
$"

                                                             (2)  

     J !"! ="![("! !"")"! # ("!)2""]= # $P
$"

                                                            (3) 

The constant !  and !  surfaces are found from solving the equations (2) and (3) numerically, through an 

alternating iterative process. Both boundary conditions and the inhomogeneous terms on the right hand sides ( !P
!!

 

and !P
!!

) need to be prescribed.  

Here, the pair of Euler potentials  are chosen as below: 
 

 
with  to be determined. Here !  is defined to be proportional to the poloidal magnetic flux into the Earth, 

the other potential !  is chosen to be equivalent to the azimuthal angle. Since !  is equivalent to the azimuthal 
angle,  must be periodic, i.e., . The outer boundary condition for a '  is obtained by tracing 

! 

(",#)

! 

" '= " + F(#)

! 

"'= "

! 

F(")

! 

F(")

! 

F("+ 2# ) = F(")
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empirical magnetic field (e.g., Tsyganenko models) from a prescribed ellipse shape on the equatorial plane. By 
obtaining  through prescribing an outer contour of , the freedom of choosing the inner contour disappears; a 
more complete description of this model has been given by Zaharia [2008]. The third coordinate, , determines the 
position along the field line and completes the nonorthogonal flux coordinate system ( ). 

The two pressure gradients,  and  in (2) and (3) are prescribed by a given pressure spatial profile from our 

2D equatorial pressure model. The prescribed pressure is kept spatially fixed on the equatorial plane and changes at 
each iteration as α and  change. The iteration process is repeated until the  and  surfaces 
converge to some tolerance, i.e., when the cumulative difference between α or β between two consecutive iterations 
decreases to a specified amount (here set to be 0.5%), indicating force balance is achieved. 

Here, we get the magnetic field model input pressure from an empirical pressure model. In our approach, we 
first sort the observational plasma pressure data from THEMIS and Geotail according to different levels of solar 
wind driving (PSW=1.5 or 3 nT) or geomagnetic activity (Kp from 0 to 5). The pressure is normalized to 
corresponding to a fixed PSW values using the linear fit. We then fit the distribution of the normalized pressure (Pn) 
to a model pressure (Pm) described by an analytic form as following,  

                                                (4) 
where r is the radial distance in RE and φ is the azimuthal angle (0o at noon, 90o at dusk, 180o at midnight, and 270o 
at dawn). b1 to b5 mainly control the pressure in the inner magnetosphere while b6 to b10 determine the plasma sheet 
pressure, b11 is the pressure residual. The parameters for the best fit were obtained by minimizing the difference 
between Pn and Pm. More details are in Wang et al., [2013]. 

3. Dataset and Methodology 

In this study we have used Geotail and THEMIS data to obtain the equatorial pressure distribution for different 
Kp and Psw situation. Geotail data is from January 1, 1995 to December 31, 2005, and it covers regions from r ~8 to 
30 RE. Plasma data from two instruments onboard Geotail are used: the ion and electron data from the Low Energy 
Particle (LEP) instrument [Mukai et al., 1994] that covers the ion energy range from 21 eV/q to 44 keV/q and the 
electron energy range from 43 eV to 41 keV, and the proton data from the Energetic Particles and Ion Composition 
(EPIC) instrument [Williams et al., 1994] that covers the ion energy range from 46 keV to 3005 keV (EPIC only 
measures > 32 keV and > 110 keV integral electrons so electron moments is not available). The ion moments are 
from a summation of the LEP and EPIC data and the electron moments are from the LEP data. 

For THEMIS, the ions and electrons are measured by an electrostatic analyzer (ESA, 0.006 – 20 keV/q for ions 
and 0.007 – 26 keV for electrons) [McFadden et al., 2008] and a solid state telescope (SST, 35 keV – 6 MeV for 
ions and 30 keV – 6 MeV for electrons). Full distributions are used with time resolution of a few minutes. The total 
plasma moments are a summation of the ESA and SST moments.  

After we get the observed pressure distribution, we modeled the equatorial observed pressure to get the 
smoothed pressure profile as the input to the numerical code of 3D force-balanced magnetic field model. Then we 
obtain the 3D magnetic field for different Kp and Psw. According to our computed 3D forced balanced B-field, we 
are able to obtain the field curvature and the proton gyro-radius on the surface of minimum B as following: 

Curvature radius: Rc = Bz/(dBxy/dz)  
Gyro radius: ρ = mV/eBz 

   This allows us to calculate the tail current sheet scattering parameter S = Rc/ρ. We have used 0.1 < S < 8 as our 
criterion for current sheet scattering [Lyons and Williams, 1984, Sergeev et al., 1983]. Then we computed the IB 
(S=8) for different energies and compared our model IB with THEMIS and FAST observations. 

Finally, we have used Geotail and THEMIS ion differential energy flux of 42 channels (energy from ~5 eV to > 
650 keV) to calculate the maximum ion precipitation. Precipitating energy fluxes integrated over energies from 
Emin (S = 8) to Emax (S = 0.1), and compared with ground aurora observations.  

4. Results 

Figure 1 illustrate ratio of curvature radius to gyro-radius for 27 keV proton on the equatorial plane for different 
Kp and solar wind dynamic pressure cases. The ratio has minimum value around midnight and extended toward 
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dawn and dusk, the low value penetrates towards the Earth as Kp and Psw increases. And the IB (black line with 
S=8) is inside 10 RE at midnight, it moves from about 9.5 RE to 6.5 RE when Kp increase from 0 to 5. Figure 2 
illustrates the IBs of different energy ions mapping on ionosphere for 12 different Kp and Psw cases. It’s shown that 
IB moves to higher latitudes from midnight towards dawn/dusk and it moves to lower latitudes as energy increases 
(about 0.3º lower for 71 keV proton than that for 27 keV proton). In addition, the IB moves to lower latitudes as Kp 
and Psw increases. This is due to increasing Kp or Psw causes the cross-tail current increases, leading to the stretch 
of magnetic field lines [Yue et al., 2013]. Figure 3 demonstrates the comparison between 27.67 keV proton 
equatorial isotropic distribution based on THEMIS observations and the computed 27 keV IB (black line) for 
different Kp (from 0 to 4, Kp=5 cases didn’t show due to the large data gap) and Psw cases. From Figure 3, we 
know that the calculated IB of 27 keV matches well with the observed inner boundary of isotropic distribution 
around midnight and post-midnight while there is some discrepancy at pre-midnight, especially for higher Kp cases, 
this may due to our pressure model inaccuracy or due to the increasing wave activities as Kp increases. We have 
done IB comparison of 14 different energy proton channels with observed inner boundary of isotropic distribution of 
corresponding energy protons. Due to the paper limit, we won’t show here. Furthermore, we compared our modeled 
IB of 10 keV proton with low altitude FAST satellite observation for different Kp cases as shown in Figure 4. The 
computed IBs matches well with FAST observations under low Kp (<3), but it shows 1-2° difference as Kp increase, 
maximum at pre-midnight, the observed IB mapped to lower latitude. As mentioned earlier, the difference may be 
due to wave-particle interaction causing the particle precipitating in the low latitude at pre-midnight or the 
inaccuracy of our pressure model. 

Based on the Geotail and THEMIS ion differential energy flux data, we calculated the precipitating flux 
mapping on the ionosphere for different Kp and Psw cases, and compared with ground-based NORSTAR MSP 
proton aurora equatorward boundary (red line) for three different Kp categories (Kp≤1, 2≤Kp<4, 4≤Kp≤5 due to the 
limited database) as shown in Figure 5. The precipitating flux increase as Kp and Psw increases, while Psw effect is 
dominant. Meanwhile, its peak moves to lower latitude as Kp and Psw increases. Comparing with the observed 
proton auroral equatorward boundary, the predicted precipitation location matches well with aurora observation 
under low Kp (<3), and the precipitation location is consistent with proton auroral equatorward boundary at post-
midnight even under high Kp. However, there are about 2° difference around mid-night and pre-midnight for high 
Kp. Again, this may be due to the pressure gradient in our model is not large enough to map the precipitation flux to 
the lower latitude or because of the intensified wave activity during high Kp situation.   

5. Conclusions 

In this study, we have computed ion IB of different energy protons based on our 3D self-consistent magnetic 
field model. And by using THEMIS and Geotail differential energy flux, we have calculated the maximum ion 
precipitations. Then we compared our model results with high/low altitude satellites and ground-based observations. 
We have found that IB moves to (1) higher latitudes from midnight towards dawn/dusk; (2) lower latitudes as 
energy increases as well as Kp and Psw increases. In addition, the calculated IB matches well at midnight and post-
midnight with the observed ion inner boundary of isotropic distribution obtained from THEMIS spacecraft while it 
shows discrepancy at pre-midnight. Meanwhile, the modeled IB is consistent with low altitude FAST observations 
under low Kp (< 3), but shows 1-2° difference as Kp increase, especially at pre-midnight. According to the Geotail 
and THEMIS ion differential energy flux data, we have calculated the maximum ion precipitating flux and found 
that the precipitation flux increase and its peak move to lower latitudes as Kp and Psw increases. Comparing with 
ground NORSTAR MSP aurora observation, the computed precipitating flux matches well with equatorward 
boundary of proton aurora under low Kp (< 2). 

The result of comparison between our model prediction and observations is that in the quiet conditions (Kp<2) 
they agree well, whereas large differences are found during geomagnetic active times (Kp>3). Such differences can 
be explained in several ways. First of all, we have to take into account the possible deficiencies of our 
magnetospheric model (how well it describes the distribution of 3D magnetic field), arising due to inaccurate 
empirical plasma pressure model compared with observations [Wang et al., 213], or due to insufficient statistical 
observation. Our results then indicate that the magnetic field depression in the inner magnetosphere is deeper than 
that predicted by our self-consistent magnetic field model. A second reason can be the enhanced wave activity, 
which provides the additional pitch-angle scattering in the inner region. Typically, this scattering is weak and 
produces very anisotropic fluxes in the loss cone (called the low-latitude proton precipitation, LLPP, [Gvozdevsky et 
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al., 1997]), however, during the active times, it can strongly intensify [Usanova et al., 2012] and provide almost 
isotropic distributions. In that case it can be difficult to distinguish IB and LLPP boundaries and the equatorial 
boundary of isotropic precipitation can be erroneously defined a few degrees equatorward from the true boundary of 
adiabatic/ nonadiabatic motion in the equatorial magnetosphere. Finally, the disagreement during geomagnetic 
active time may arise because other unknown mechanisms. To clarify which of the above-mentioned reasons give 
the major contribution to the discussed discrepancy, the additional investigations are required. 

In the Future, we will modify the fitting function for the empirical pressure formula or reassigning weights for 
the different terms to steer the gradients toward realistic values. The new fit will be then used again to obtain a B-
field configuration that will be compared with observations. 
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Figure 1: The ratio of curvature radius to gyro-radius for 27 keV proton on the equatorial plane for different Kp and 

solar wind dynamic pressure cases. The Black dots mark S=8  
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Figure 2: The IB distribution of 27 (blue line) and 71 (red line) keV proton on the ionosphere for different Kp and 

solar wind dynamic pressure cases 
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Figure 3: The 27.67 keV proton equatorial isotropic distribution based on THEMIS observation for different Kp and 

solar wind dynamic pressure cases. The Black dots mark S=8 for 27 keV proton  
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Figure 4: The IB distribution of 10 keV proton (blue line) on the ionosphere for different Kp and solar wind 

dynamic pressure cases. The Black lines represent the Fast satellite observation for different Kp (same Kp, the two 
black lines are the same) 
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Figure 4: The maximum ion precipitating flux on the ionosphere for different Kp and solar wind dynamic pressure 

cases. The red lines are the equatorward boundaries of proton aurora derived from ground NORSTAR MSP for 
Kp≤1, 2≤Kp<4, 4≤Kp≤5 (the four red lines on each row are the same). 
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Abstract 

The southward component of the interplanetary magnetic field (IMF) is a strong driver of geomagnetic activity. 

Well-defined solar wind structures such as interplanetary coronal mass ejections (ICMEs), corotating interaction 

regions (CIRs) and small-scale magnetic flux ropes (SMFRs) are the source of most long-duration, large-amplitude 

IMF Bs. We analyze IMF Bs-events unrelated with any well-defined solar wind structures at 1 AU using ACE 

spacecraft observations from 1998 to 2004. We find that ~ 10% of the strong Bs-events (t > 1 hour, Bz < -5 nT) are 

related with Alfven waves, more than half of which show low-frequency, slow solar wind (Vsw < 400 km/s) 

properties. We also learn that one third of the Alfven wave-type Bs-events triggered geomagnetic storms, and half 

triggered substorms. It is also presented that the contribution of Bs-events from ICMEs decreases significantly with 

the radial distance due to the over-expansion. However, there are still ~ 14% of the strong Bs-events show complex 

signatures in the plasma parameters, which need be studied in more details. 

Keywords: IMF southward component, Alfven waves in slow solar wind, geoeffectiveness 

1. Introduction 

The relationship between the interplanetary magnetic field (IMF) and the Earth's magnetospheric activities has 

been studied extensively since [Fairfield, 1966] found that the southward component of IMF (IMF Bs) is associated 

with ground magnetic disturbances on Earth while the northward component corresponds to quiet geomagnetic 

conditions. The observation of non-zero IMF Bs is also evidence for solar coronal activity and provides a tool to 

study it [Lindsay, 1999; Hochedez,2005]. Thus IMF Bs is a key parameter to understand the Sun-Earth interaction, 

furthermore to extend our knowledge of space physics. 

The interplanetary magnetic field (IMF) is the magnetic field that 

originates from the Sun and propagates outward by the solar wind. Based on 

the following assumptions: 1. magnetic field is radial at the solar corona; 2. 

the solar wind is flowing outward with a constant radial velocity; 3. the 

plasma in space is a perfect conductor; 4. the Sun is self-rotating, we can get 

an ideal model of the distribution of the IMF as shown in the schematic figure 

on the right (Figure 1), which is called the Parker spiral [Parker, 1958].  

However, based on the classic Parker theory of the IMF, there is no 

significant, long lasting magnetic field component perpendicular to the 

ecliptic plane except for transients propagating outward from the Sun 

observed in the interplanetary medium as interplanetary coronal mass 

ejections (ICMEs) [Klein, 1982; Lindsay, 1995], interplanetary small-scale 

magnetic flux ropes (ISMFRs) [Moldwin, 2000; Feng, 2010; Zhang, 2012], 

and stream interaction regions (SIRs) [Smith, 1976; Rosenberg, 1980]. 

Borovsky [2008] presented a flux tube solar wind model in which the large 

Figure 1 
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spread in magnetic field orientations at 1 AU is 

due to a braiding of magnetic flux tubes about 

the Parker spiral direction. In addition, Borovsky 

[2008] pointed out that small deviations from the 

spiral close to the source lead to large deviations 

from spiral at 1 AU. (Figure 2) He suggested that 

the Alfven-like discontinuities at the boundaries 

of the flux tube are due to reconnection at the 

foot of the flux tubes. In contrast, turbulence in 

the solar wind [Ragot, 2006] or undamped 

Alfven waves [e.g., Burlaga, 1982] have also 

been proposed to be the source of angular 

variations of the solar wind magnetic field about 

the Parker spiral direction.  

The properties and geoeffectiveness of these solar wind structures have been widely studied. [Webb, 1991; 

Yashiro, 2004] have found that the occurrence rate of CMEs peaks strongly during solar maximum, while CIR peaks 

during the late declining phase of the solar cycle [Mursula, 1996]. The interaction regions produced by nonrecurrent 

HSS occur throughout the solar cycle [Bobrov, 1983; Jian, 2011]. Jian [2006b] defined Interplanetary CME (ICME) 

mainly based on perpendicular pressure, and suggested that at one AU a Magnetic Cloud (MC) is observed during 

spacecraft crossings for only one third of ICMEs. Gosling [1993], Xu [2009], and Richardson [2012] showed that 

CIRs were more important for inducing moderate and small storms while MCs triggered intense storms more 

frequently. Echer [2008a] found that Dst has the highest dependence on the integrated Bs or Ey (product of Bs and 

Vx) than other interplanetary components. Besides the well-defined solar wind structures, there are discontinuities 

(tangential and rotational discontinuities, and slow shocks) related with Bs-events. Burlaga [1968] showed 

directional discontinuities in the interplanetary medium are always accompanied with a change of the direction 

normal to the ecliptic plane, which is IMF z-component most of the time. 

 

Alfven waves with wide period range (10
2
 to 5*10

4
 sec in the spacecraft 

frame) in the interplanetary medium were first observed by Coleman [1967] based 

on the comparison of an ideal, uniform model. It was found that if the fluctuations 

of the magnetic vectors and the flow velocity are (anti) correlated for (Bx > 0) Bx 

< 0, there are outward propagating Alfven waves from the Sun, which is described 

in the schematic figure (Figure 3) [Belcher, 1971; Denskat, 1977; Tu, 1990a].   

 

The cross helicity (Alfven effect ratio) was first put forward by Matthaeus 

[1982] as one of the rugged invariants of 3-D ideal incompressible MHD 

turbulence theory. Riley [1996] used this quantity to describe the 'Alfvenicity', a 

measure of the correlation between variations of velocity and magnetic fields. If 

the cross helicity is close to unity, the fluctuations of the solar wind are purely 

Alfvenic, and if it is close to zero, the fluctuations are non-Alfvenic, that is the 

interplanetary medium is dominated by the convection of static structures [e.g., Tu, 

1992]. Alfven ratio was also introduced by Matthaeus [1982] to present the ratio 

between the kinetic and magnetic fluctuation energy. Tu [1993] showed that as the 

heliocentric distance increases, the normalized cross helicity and Alfven ratio 

decrease, from near 1 at 0.3 AU in high-speed solar wind to substantially less than 

0.5 at 1 AU. 

 

To learn about the source of IMF Bs, we defined IMF Bs-events as continuous 

IMF Bs intervals with varying thresholds of Bs magnitude and duration, and categorized their association with 

different solar wind structures, including magnetic clouds (MCs), ISMFRs, ICMEs without MC signature (ejecta), 

stream interacting regions (SIRs), and shocks, as well as events unrelated with well-defined solar wind structures in 

previous work [Zhang, 2013]. We found that for strong Bs-events (t > 1 hours, Bz < -5 nT, observed by WIND at 1 

AU ), ~ 28% are not associated with any well-defined solar wind structure. The mystery about the source of these 

geoeffective, long-duration, large-amplitude Bs-events that are not related with any well-defined solar wind 

structure still remains and was the focus of work performed during the 2013 summer school. Through analysis of 

Figure 2 

Figure 3 
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these Bs-events using ACE magnetic field and plasma data, we found that Alfven waves are a possible source of 

long-duration, large-amplitude IMF Bs intervals. 

Because Alfven waves in the solar wind may show southward IMF as one of the main features, [Lee, 2006;  

Tsurutani, 1987] their geoeffectiveness has also been studied extensively. Tsurutani [1987] showed that the high 

intensity (AE > 1000 nT), long duration (T > 2 days) continuous auroral activity (HILDCAA) events are induced by 

interplanetary Alfven wave trains (IAWT) propagating outward from the Sun, which was suggested to be caused by 

magnetic reconnection between the southward components of the Alfven wave magnetic fields and magnetospheric 

fields. 

During the summer school, we analyze the magnetic field and plasma data with 64-second resolution from the 

ACE spacecraft from 1995 to 2004 to study the detailed features of the IMF Bs-events (t > 1 hour, Bz < -5 nT) that 

were considered to be unrelated with any well-defined solar wind structures [Zhang, 2013] based on previous 

published event lists. 

2. Methodology 

We used published event lists to identify IMF Bs-events associated with well-defined solar wind structures, 

[Zhang, 2013]. In this study, instead of relying on published event lists, we examine the 64-second averaged ACE 

magnetic field and plasma data at 1 AU from 1995 to 2004 in order to study the source of IMF Bs-events (t > 1 

hour, Bz < -5 nT) unrelated with any well-defined solar wind structure. 

Our methodology was: 

(1). Compare the magnetic field data in GSE coordinates from the WIND and ACE satellites to determine the 

boundary of the Bs-event; 

(2). Check the ion moments and superthermal electron (STEA) pitch angle data from ACE SWEPAM for 

features related to ICMEs, shocks or SIRs during the intervals from (1); if the measured proton temperature is 

significantly lower than the expected temperature based on the solar wind speed, and the STEA pitch angle in the 

energy channel of 272 eV shows a bi-directional distribution, this interval is categorized as an ICME; if there is a 

sharp increase of proton density, speed, temperature, and IMF magnitude, this event is considered shock associated; 

if there is a gradual increase of solar wind speed from the background average value ~ 400 km/s) to over 500 km/s, 

and decrease of proton density, the event is labeled as a SIR. 

(3). For the Bs-events showing no features of ICME, shock, or SIR from (2), perform linear regression between 

the magnetic field and velocity field for the x-, y-, z- components in GSE coordinates; if the slopes of all three 

components have the same order, this event is considered Alfven wave related; if one or two components change 

only slightly in both magnetic and velocity fields, while the other two or one components show a good linear 

relationship, this event is also categorized as Alfven wave-related. 

(4). Examine the geomagnetic activity indices (SYM-H, AE/AU/AL, PC) starting from the same universal time 

of the Alfven wave related Bs-event from (3) and ending 75 minutes later than the Bs-event, and compare with the 

results of our previous study [Zhang, 2013].   

(5). To extend the study to observations at other radial distances, we also analyzed the magnetic field data from 

Ulysses, Helios, and Messenger at their ecliptic plane orbit. Based on the published ICME and SIR events list [Jian, 

2006; 2008], we compared the distribution of ICME- and SIR- related Bs-events at 1 AU and 5.3 AU, and also 

compared the yearly occurrence of Bs-events at and within 1 AU. The threshold of the magnetic field southward 

component was scaled as following function: Bths = Bth/R, where Bth is the threshold of Bz magnitude at 1 AU, R is 

the heliospheric distance of the spacecraft in unit of AU. 

3. Results 

Figure 4 gives an example of an Alfven wave related Bs-event observed by the ACE satellite at 1 AU on 

November 19, 2002. The time period shown in the plot is 19:00 - 24:00 UT November 19, 2002, while the Bs-event 

is from 20:30 to 22:50 UT marked by the dashed lines. During this Bs-event, the magnitude of the magnetic field 

and Bx did not change significantly but averaged about 11 and 3 nT, respectively. IMF By showed an increase from 

-5 nT to 5 nT during the first half of the Bs-interval, and then decreased to ~ -10 nT until the end of this interval. 
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Between the dashed lines in the third panel, the solar wind speed fluctuates around 390 km/s, while the component 

in the Sun-Earth direction varied simultaneously with the magnitude. It is seen from the fourth panel that there were 

sign changes of the z- component of solar wind velocity in the same direction as the corresponding magnetic field 

component, which is also seen in the y- component of both the magnetic field and solar wind velocity. We also 

checked the solar wind condition over the solar rotation that covers this Bs-event, showing that the solar wind speed 

remained around 400 km/s for 3 days before this event and a SIR occurred 2 days later. The pitch-angle distribution 

of suprathermal electrons is peaked at 180 degrees that is anti-parallel to the magnetic field over the whole interval. 

The latitudinal angle of the IMF turned from 45 degrees to -90 degrees along with the southward turning and then 

turned back to ~ 0 degrees at the end of the Bs-event. The longitude angle of the IMF stayed at -45 degrees for most 

of the interval but there were some short perturbations to 0 degrees.  

 

 

 

 

Figure 5 shows the linear regression of the x-, y-, z- components (from top to bottom) between magnetic field 

and velocity for the event shown in Fig. 4. The scattered dots are magnetometer and velocity observations from 

ACE, and the straight line shows the linear regression result. The equation and correlation coefficient of the linear 

regression are shown in each panel. The correlation coefficients for x-, y-, z- component are 0.83, 0.90, and 0.95, 

while the slopes are 0.16, 0.17, and 0.22, respectively. Combined with the fact that the longitude angle of the IMF 

during this interval almost stayed at -45 degrees, the observations are consistent with Alfven waves. We also 

calculated the cross helicity as 0.78 for this Bs-event (which is not shown in the plot). 

We performed the above analysis on all of the unidentified events from the previous study. We found that there 

are 28 Bs-events newly identified as ejecta, 2 as SIRs, and 2 as shocks in this study that were not previously 

identified in published event lists, and that there are 57 Bs-events show Alfven wave features. This study again finds 

Figure 4 An example of an Alfven wave related Bs-event observed by the ACE satellite at 
1 AU. From top to bottom, panels show the (A) total interplanetary magnetic field (IMF) 

magnitude; (B) IMF x-, y-, z- components in GSE coordinates; (C) solar wind speed; (D) x-

, y-, z- components of solar wind velocity in GSE coordinates; (E) solar wind proton 
density; (F) latitudinal (green) and longitudinal (blue) angles of IMF, black dotted lines at 

135 degrees and -45 degrees in the longitudinal angles indicating IMF with parker spiral 

direction; and (G) suprathermal electron pitch angle distribution at 272 eV. 

 

Figure 5 The linear regression of x-, y-, z- 

components (from top to bottom) between 
magnetic field and velocity field for the 

event shown in Fig. 4. The scattered dots 

are observations from magnetometer on 
ACE, and the red line shows the linear 

regression result. The equation and 

correlation coefficient of the linear 
regression are shown in each panel. 
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that most Bs-events are associated with ejecta, while about 10% of Bs-events are associated with Alfven waves. 

About 14% of Bs-events are still not associated with any of these solar wind structures. 

 

In order to understand the geo-effectiveness of Alfven wave-related Bs-

events, we examined the response of geomagnetic indices. Figure 6 shows the 

minimum SYM-H (nT), maximum AE (nT) and maximum PC from top to 

bottom for all the Alfven wave related Bs-events (1998 April - 2004). The 

threshold of the duration and Bs magnitude of the Bs-events are 1 hour and 5 

nT. The intervals of ground measurements start at the same universal time as 

the Alfvenic events but end 75 mins later than the Bs-events observed by 

ACE. From the top panel, it is seen that about one third of these events are 

followed by an interval of SYM-H less than -50 nT. Around half of the events 

induce substorms, indicated by maximum AE greater than 1000 nT. The last 

panel of Fig. 6 shows that more than half of these Bs-events are related with 

PC index intervals larger than 4. PC index was proposed by Troshichev [1986] 

to characterize the variability of the polar cap magnetic field. Troshichev 

[2011] and reference herein suggested that PC ~ 2 works as a threshold of a 

geomagnetic storm.  

 

 

Because the occurrence and duration of Bs-events at different fadial distances will depend on the causes of Bs, 

we extended our studies to include Ulysses beyond 1 AU and Helios within 1 AU. Figure 7 gives the distribution of 

Bs-events (t > 0.5 hour, Bz < -10 nT) related with ICMEs [Jian, 2006b, 2008] and SIRs [Jian, 2006a, 2008] in terms 

of duration observed by ACE at 1 AU and by Ulysses at 5.3 AU. It shows that the occurrence rate of SIR- related 

Bs-events increased at 5.3 AU compared to 1 AU, however ICME-type Bs-events decreased. The statistical analysis 

indicates that SIR-type Bs-events are the major portion of Bs-events (t > 1 hour, Bz < -5 nT) at 5.3 AU, rather than 

ICME-type Bs-events dominate at 1 AU. Comparing the frequency of Bs-events in different bins of duration at 1 

AU and 5.3 AU, it presents that ICME-related Bs-events with longer duration occur more often at 5.3 AU than 1 

AU, but oppositely for SIR-type Bs-events. The results suggest that the overexpansion of ICMEs is accompanied 

with a faster decrease of magnetic field magnitude within the structure than the ambient IMF.  

Figure 8 shows that the occurrence rate of Bs-events during the recent solar minimum (in blue) is less than half 

of that during the similar phase in the previous solar cycle (in green). Comparing the results shown in red and green 

bars, it is indicated that the Bs-events within longer duration (t > 3 hours) observed by Helios within 1 AU occur 

more often than that measured by ACE at 1 AU.  

Figure 6 Histogram of minimum SYM-H 

(nT), maximum AE (nT) and maximum PC 
from top to bottom for all the Alfven wave 

related Bs-events (1998 April - 2004). The 

threshold of the duration and Bs magnitude 
of the Bs-events are 1 hour and 5 nT. The 

intervals of ground measurements start at the 

same universal time as but end 75 mins later 
than the Bs-events observed by WIND. 

Figure 7 shows and occurrence rate of ICME- (left) and Sir- (right) related Bs-events ( t > 1 

hour, Bth < -5 nT) in terms of duration at 1 AU (in blue) and 5.3 AU (in red) respectively. 
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Figure 8 The distribution of Bs-events (t > 0.5 hour, Bz < -10 nT) occurrence rate in terms of duration observed by Helios (1975 – 1981) within 1 

AU and by ACE at 1 AU during the similar phase of different solar cycles. The y- axis on the left shows the counts of events divided by the 

number of days for data available. The panel on the right shows the yearly averaged sunspot number for more than 5 solar cycles, with the dashed 
boxes presenting the periods analyzed shown in the panel on the left. 

4. Conclusions 

During this summer school, we analyzed the magnetic field and plasma data from ACE spacecraft from 1995 to 

2004 to study the detailed features of the IMF Bs-events that were identified to be unrelated with any well-defined 

solar wind structure [Zhang, 2013]. In this study, Alfven wave (AW) features Bs-events are defined mainly 

according to the linear correlation between the magnetic field and velocity components. We searched for the 

statistical properties of the solar wind conditions during the AW-type Bs intervals, and also the geomagnetic field 

response to those events. We found that: 

(1) Alfven waves in slow solar wind carry long-duration, large-amplitude Bs intervals, and the perturbations on 

the Sun propagating outward are possibly the source of the low-frequency Alfven waves; 

(2) These AW-type Bs-events are geoeffective, weaker than ICME and SIR related Bs-events, but impossible to 

predict the occurrence of Alfven waves and either its geoeffectiveness from the coronagraph for several days in 

advance; 

(3) The contribution of ICME-related Bs-events decreases significantly with increasing radial distance, but they 

still occur more often in the category of long-duration at further distance than SIR-type Bs-events. It suggests that 

the overexpansion of the ICMEs makes the magnetic field within the structures drop much faster with increasing 

radial distance from the Sun than the ambient medium; 

(4) Although we have learned more about the source of IMF southward component, however, there are still long-

duration, large-amplitude Bs-events with complex signatures in the magnetic field and plasma parameters, which 

could not be categorized into any of these solar wind structures and need further study in more details. 
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